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ABSTRACT: Since the control performance of a propor-
tional—integral—derivative (PID) control systems strongly
depends on PID gains, lots of schemes for tuning PID gains
have been proposed up to now. Recently, data-driven PID
tuning schemes whose PID gains are directly determined from
the closed-loop operating data attract attention. Lots of
controlled objects are multi-input/multi-output systems,
though almost data-driven PID tuning schemes target single-
input/single-output systems. In this paper, a new design
method of a multiloop self-tuning PID controller is proposed.
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The proposed scheme first employs a postdecoupler to remove the influence of mutual interference. The multiloop self-tuning
PID controller is designed for the approximately decoupled system. The effectiveness of the control scheme is evaluated by

numerical and experimental examples.

B INTRODUCTION

In the past decade, some data-driven (model-free) design
methods have been proposed to determine control parame-
ters.' " The data-driven tuning methods determine control
parameters directly from operating data. In other words, system
models are not used to design the controller in the data-driven
methods. They attract attention as an effective method for
process systems since it is difficult to accurately identify
controlled objects. Nevertheless, identifying a system model is
important because the model has much information about the
system. Therefore, it is considered that an interplay of model-
based and data-driven approaches are also very important.
However, proportional—integral—derivative (PID) controllers
have been widely employed in process industries.””’ The
authors have also proposed a data-driven PID control method®
and a data-driven self-tuning PID control method.” Most of
them are for single-input/single-output (SISO) systems.
However, many process systems are multi-input/multi-output
(MIMO) with mutual interference. In many cases, the
interference is often neglected and a multiloop PID control
system is constructed. However, sometimes desired control
performance cannot be obtained. A data-driven PID controller
design method for MIMO systems'’ has also been proposed.
However, p> PID controllers are required for p-input/p-output
systems, which not only make implementation difficult but also
make it difficult to understand the physical meanings of PID
gains. Some decoupling control schemes''™'* have been
proposed for MIMO systems. The decoupler reduces the
influence of interference from the augmented system consisting
of the controlled object and the decoupler. A predecoupler is
often designed on the basis of an inverse Nyquist array.'*'°
However, if there is saturation at the input, the saturation is
included inside the augmented system and the influence of
interference is not effectively eliminated.
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Some data-driven multivariable control schemes have been
proposed.'” ™" In addition, many model-based or data-driven
sophisticated approaches that have already applied in actual
systems have been proposed.”’~** Some of them can control a
nonlinear system, and stability is analyzed under some
conditions. However, most of the schemes are not for PID
controllers or multiloop controllers. Therefore, the motivation
of this research is to develop a decoupling self-tuning PID
control scheme based on a data-driven PID control method.

In this paper, a design method of the augmented output-based
multiloop self-tuning PID control system is proposed. A
decoupling control is realized by using a decoupler provided
by a static gain matrix in the proposed method. A feature of the
proposed method is that the decoupler is designed as a
postdecoupler. By use of the postdecoupler, the saturation is not
included in the augmented system. In addition, a self-tuning PID
control system’ is designed for an augmented system for the
purpose of improving the performance of the multiloop PID
control system. A self-tuning PID control is one of the self-
tuning control algorithms, and the controller structure is limited
to the PID controller. Moreover, in order to design the adaptive
control system, a recursive algorithm for identifying a static gain
matrix is introduced. The proposed method uses a simple system
model and data-driven PID control scheme. Thus, the main
contribution of this work is to suggest a decoupling PID control
scheme with an interplay of data-driven and model-based
approaches. This paper is organized as follows. In the first
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section, we provide a description of MIMO systems. In the
second section, we describe the design of a decoupler that
performs decoupling and the design method for a self-tuning
PID control system for multiloop PID control. In the third
section, the effectiveness of the proposed control method is
numerically verified, and behavior of the proposed control
method is experimentally examined by employing to a pilot-scale
plant in the fourth section.

B SYSTEM DESCRIPTION

In this paper, scalars, vectors, and matrices are expressed by a
lower case with italic font, a lower case with a bold italic font and
a capital letter with a bold italic font except transfer functions.
Transfer functions and transfer function matrices are expressed
by a capital letter with italic and a capital letter with bold italic.
Consider the p-input/p-output multivariable discrete-time
system given by the following equation:

A(z ) y(k) = D(z™") B(z™") u(k-1) (1)
where z7! is a shift operator such that z7'y(k) = y(k—1). y(k)
and u(k) are the p-dimensional control output vector and
control input vector as expressed by the following equations:

y(k) = [y (K), 3, (k), ., 3, ()T @)

u(k) = [y (), uy(k), ., u, ()T 3)

where i = 1, 2, ..., p, and in the following, i is thus given unless
otherwise stated. Furthermore, A(z™') and B(z™') are the
following polynomial matrices:

AG) = diag(A (27, A,(z7), - 4, (7)) @
A ) =14a " +a,270+ . +a,z" (5)
B (z7) By,(z7) - By, (z7)

Bz,1(Z_1) Bz,z(z_l)

BZ,p(Z_l)

B(z™) = (6)

B,u(c™) Bl - BT

=B,+ Bz '+ +Bz"

(7)

n and m represent the orders of A(z™") and B(z™"), respectively.
Bj(j =1,2,.., m) is as follows:

b;‘,l,l bj,l,z b

JLp
bi,l,l bj,2,2 ) b,,z,p
B =
J
bj,p,l bj,p,l bfrP‘P (8)

D(z7") is a matrix representing time delay and is a diagonal
matrix as follows:

D(z™') = diag{z™, z7*, .., 7%}

9)

In this paper, the controlled object satisfies the following
assumptions.

1. The polynomial matrices A(z™') and B(z7') are
asymptotically stable.
2. det B(1) # 0.
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B AUGMENTED OUTPUT-BASED MULTILOOP
SELF-TUNING PID CONTROL SYSTEM

Figure 1 presents a block diagram of the multiloop self-tuning
PID control system proposed in this paper. The reference signal
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Figure 1. Schematic diagram of the proposed control scheme.

r(k), the filtered output 7(k), and the output of the augmented
system y(k) are p-dimensional vectors expressed by the
following equation:

(k) = 1K), k), oy (0T (10)
(k) = [3(K), A(K), - 7, (0T (an
5(0) = 15,00, 3,(8), -, 3, (DT )

where it is assumed that the reference signal is given a piecewise
constant. The purpose of the control is to regulate the controlled
outputs to the reference set point. In addition, a reference model
is introduced to realize desired response. Therefore, the
proposed method intends to make controlled outputs track
reference models defined by operators. The proposed method
shown in Figure 1 can be divided into two sections. The first
section includes decoupler, decoupler tuner, and prefilter. The
section makes an augmented system constructed with a system
and decoupler. The augmented can be divided into two parts.
The first part makes an augmented system constructed with a
system and decoupler. The part includes decoupler, decoupler
tuner, and prefilter. The augmented system can be approx-
imately regarded as a system without interference. The second
part is a controller part and controls the augmented system. The
part includes a PID controller and a PID tuner and can be
regarded as a system without interference. Why the post-
decoupler is employed in the proposed method is explained
below. The closed-loop systems using predecoupler and
postdecoupler are shown in Figure 2. In the upper-side figure,
t,.(k) and y(k) are used for determining PID gains. In the
lower-side figure, u,,,, (k) and y(k) are also used. In many cases,
upost(k) can be obtained because a saturation function is in a
computer like DCS. When the predecoupler is employed, it is
clear that the relationship between u,,,.(k) and y(k) is nonlinear
because the augmented system contains a saturation. In contrast,
the relation of the u,,(k) and 5(k) of the closed-loop using a
postdecoupler is linear because a saturation exists before the
augmented system. Therefore, the saturation may cause the
wrong effect in tuning PID gain affects the PID gain tuning.
Design of the Postdecoupler. An important issue in
designing a multiloop control system for a MIMO system is how
to eliminate, or at least reduce, the influence of mutual
interference. In this paper, decoupling by inserting a
postdecoupler for the controlled object is introduced. As a
result, the augmented system composed of the controlled object
and postdecoupler is treated as a set of SISO systems. In
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Figure 2. Block diagrams of closed-loops using predecoupler and
postdecoupler

controlling a MIMO process system with a relatively slow
response, a static decoupler based on a gain matrix is often used
as a decoupler. This is due to the following reasons:

1. In process control systems, control that focuses more on
low-frequency components than high frequency compo-
nents is required.

2. Ttis difficult to identify a high order system accurately due
to the influence noise.

For the above reasons, we also use the following static decoupler
in this paper.
The following matrix is employed as a decoupler:

H, H, Hl,p

H2,1 H2,2 H2,
H=B"(1)AQ1) = ’

H,, H,, H,, (13)

This is the inverse matrix of static gains, and the gain matrix of
the augmented system becomes a unit matrix as a result of this
decoupler, with static decoupling achieved. However, since y(k)
# y(k) in Figure 1, even if (k) follows r(k), y(k) does not follow
r(k). In order to deal with this problem, a prefilter is introduced.
The values in the steady state of the control output vector,
reference vector, prefilter output vector, and augmented output
vector shown in eqs 2 and 10—12 are respectively y, 7, 7, and 7.
When the augmented output ¥ is the same as the filtered output
7 in the steady state, the following relationship holds:

y =F=B"'(1)A()y

(14)

Therefore, when assigning 7 as follows, it is possible to make the
control output y follow the reference signal 7.

F=B"'(1)A(1)F (15)
From eq 15, the prefilter must be as follows:
H,; = B7'(1) A1) (16)
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That is, the same matrix as the postdecoupler may be used as the
prefilter. By using the postdecoupler and the prefilter, it is
possible to statically decouple the controlled object and use the
design method for a SISO control system.

Design of the Self-Tuning PID Controller. By use of a
decoupler described in a previous section, the augmented
system can be approximately regarded as a p-input/p-output
system without interference. Therefore, some control schemes
for a SISO system can be employed to control the augmented
system. Many methods have been proposed for designing
multiloop PID control systems. In this paper, we aim to reduce
the cost of implementation and effectively utilizing existing PID
controllers. The following discrete-time PID controller is
employed:

Au(k) = K {7(k) = 5(k)} = Kpag(k) = KpA5 (k)
(17)

where A is a differencing operator represented by A :=1 — z 7.

The sufhix i indicates that it is the physical quantity of the ith
control loop. Kp, Kj, and K, are proportional gain, integral gain,
and differential gain, respectively. By transforming eq 17, the
following equation can be obtained.

KLLAu,.(k) s K’I b P ZKD' 5 (k=1)
KD
+ E‘yj(k—Z) — (k) =0 .
The augmented output ¢,(k) is defined as follows:
¢ (k) = a, (k) Au(k) + a, (k){j (k) — 5 (k=2)}
F a0 k-1 - (=) +5(-2) (199

where each coefficient is expressed by the following equation:

o= L
1 K,
Ky + K, + K,
ay = B
I
K, + 2K,
a; = ————
K, (20)

From eqs 18—20, the following relationship can be obtained:

¢ (k) = 7(k) 21)

The purpose of control is to make the system output 7,(k) follow
the output j,,(k) of the desired reference model G,,(z™"). The

reference model is designed as follows:
Z_(dx+l)Pmi(1)

Gn (7)== P,(z7)

(22)

-1 -1 )
Pmi(z )=1+ pz +pz (23)

where p; and p, are determined by the following equations:
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H = 0.25(1 — 5,-) + 0.516, (24)

0, and y; are related to the rise time and the damping coeflicient,
respectively, and are user-specified parameters. Refer to refs 9
and 11 for the details of a design method of the reference model.

5, (k) = G, (z™) 5 (k) (25)

Next, the cost function J; is defined as follows:

I\Ti
J = Z €i(j)2
=1

(26)

where N; is the total number of data and the augmented error

£,(k) is defined as follows:
6(0) = G, (™) (k) — 5(0) o

By minimization of the cost function J, the following
optimization is performed:

G, (™) (k) = 7 (k) (28)

a;(j=1,2,3) included in (19) is computed by the optimization.
That is, if sufficient optimization is carried out, the following
relation can be obtained:

G, (z) p(k) = 3 (k) (29)

In Figure 3, the inputs of the block diagrams are the same asin eq
21. In addition, the output of the block diagrams is also the same

Fi(k)t [ PID Iui(k)l Augmented i(k)
———p
i— |controller| | system

Gm(z Do (k)

k
=

Figure 3. Schematic diagram of the PID tuning scheme.

as in eq 29. Therefore, by designing the controller using the
optimized a;, the closed-loop transfer function is identical to the

reference model. PID gains are calculated from a; by the
following equations:

2d, +d; —2
Kp= ——
: Q,
1
Kp=—
g
1-a, —a,
Kp = :
b a
L (30)

where a; denotes the estimated value corresponding to a;.

Design of the Self-Tuning PID Control System. The
design method discussed above is extended to the self-tuning
PID control method. First, in order to design the decoupler, the
system gain matrix is required. The system parameters included
in eq 1 are estimated by the following recursive least-squares
(RLS) method.**

él,i(k) = él,i(k_l) - Kl,i(k) )’ﬁ(k) (1)

I)I,x(k_]‘) ¢1,i(k_1)
wy; + quTi(k—l) Pl,i(k_1> ¢1,i(k_1) (32)

K, (k) =

1
P (k) = —— B (k-1)
Li

IJI,I(k_l) ¢1,,(k_1) w]’;[;(k_l) 1’1,1(1(‘_1)
o, + @ (k=1) P (k-1) @, (k-1)

(33)

w,; are forgetting factors, and 91’i(k) and @, (k) are as follows:
él,i(k) = [“i,l(k); = ai,n(k)! bo,i,l(k)z e bm,i,l(k))
oy by p(K), oy by ()T (34)

¢’1,i(k> = [J’f[(k_l); b )’fx(k_"); ufl(k_dl_l))
vy ufl(k—dl—m), ufp(k—dp—l),

T
vy ufp(k—dp—m)] (39)
The initial estimate 91’1-(0) , the initial covariance matrix P, ,(0),
and forgetting factor @,; are user-specified parameters. In
addition, orders of transfer functions m and n, and estimated
delay time d,(i = 1, 2, ..., p) are also user-specified parameters.
w, ; is often set between 0.98 and 1. If delay time and orders are
known, m, n, and d; are easily determined. If they are unknown, d;
should be set as a minimum number of estimated delay time or
zero, and m and n should be set as large enough numbers than
true orders of a controlled object. ,,(0) is given by

0,,(0) = [4,,(0), .., 4,,(0), by, 1(0), ., b, ; ,(0),
ey 130,,,,},(0), ey l;my,.lp(O)] (36)

The value of 91],4(0) does not affect control performance
strongly. P, ,(0) is often determined as follows:

P (0) = a1 (37)

I denotes the identity matrix, and «;, is also a user-specified
parameter. a;; is often set between 1 and 1000. The
postdecoupler is calculated by the static system gain. A low-
pass filter C;(z™") such as the following equation is employed to
all input and output signals of the system so as to obtain a more
accurate estimation result of the static gain:

C(z7) = 17‘:1_1

1—cz

(38)

¢, is a parameter for determining the cutoff frequency and should
be set with considering noise strength. At this time, y; (k) and

ufy(k) in eqs 31 and 35 are as follows:
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yf,(k) = CI(Z_I) )’t(k) (39)

u () = O w(k)

If the accurate time delay and the orders n and m are unknown in
this system identification, the time delay should be set smaller
than the expected value and the order should be taken as larger.
The greater the number of estimation parameters, the less
accurate individual estimates are due to noise. However, by
calculating static gains in designing of the decoupler, the effect of
noise is alleviated.

By use of eqs 31—40, the decoupler can be calculated. Next,
the multiloop self-tuning PID controller is designed. That is, by
use of the following RLS method, 4; (k) is computed in an online

(40)

éZ,i(k) = éZ,i(k -1) - KZ,i(k) )’ﬁ(k) (41)
P21(k_1) ¢2<(k_1)
K, (k) =
' it D, (k 1) le(k 1) D, (k=1) (42)
P, (k) = 2,(’< 1)
Pz,i(k - 1) g, (k=1) ¢2T.(k—1) P, (k-1)
T oy, + of (k1) By (k-1) @, (k-1)
(43)

where ®,; is a forgetting factor, while 92'i(k) and @, (k) are as
follows:

0,,(k) = [a, (k) 4, (k) a; (k)" (44)
@,,(k) =G, (=)
X [Aug (k), 7, (k) = 3, (k=2), 3, (k=1) = 5, (k=2)'
(45)

The initial estimate 6,(0), the initial covariance matrix P, (0),
and forgetting factors @, ; are user-specified parameters. 8, ,(0) is
as follows:

él,i(o) = [al,(o); ‘221(0); &31(0)] (46)
P, (0) is determined by the same as P, (0), that is,
P2,i(0> =a,.l (47)

g (k) and u,(k) in eqs 41 and 45 are the filtered inputs and
outputs of the augmented system as follows:

3, () = C,(z™) (k)

(48)
“gx(k) = Cz(z_l) u;(k) (49)
Cy(z™) is designed as follows:
-c
Cy(z7) =
© 1 —cz - (50)

¢, is a parameter for determining the cutoff frequency. User-
specified parameters of the RLS algorithm should be set the
same way as for the previous RLS method. The multiloop self-
tuning PID control algorithm is summarized below.
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1. Determine user-specified parameters shown as Table 1.
Some consideration of the parameters are written after
this outline.

Table 1. User-Specified Parameters

system parameters PID gains

n order of transfer function  o; rise time of reference model
m order of transfer function  §; damping-factor of reference
model
d, delay-time of transfer d; delay-time
function
Wy forgetting factor [y forgetting factor
a,; initial value of covariance  a,; initial value of covariance
matrix matrix
2 coefficient low-pass filter 1 coefficient low-pass filter
91,,(0) initial estimation vector 92,&(0) initial estimation vector

2. Calculate the filtered inputs uf(k) and outputs J’f,(k) for
system identification by using eqs 39 and 40.

3. Identify 01 i(k) by using the RLS method shown in eqs 31
to 37.

4. Compute transfer function matrix
A (z7")D(z7") B(z™") on the basis of the identified
6,

S. Calculate a static system gain matrix by substituting 2~ =
1 to the transfer function matrix A~'(z™) D(z™') B(z™").

6. Calculate the decoupler from the static gain matrix by
using eq 13.

7. Compute the y(k) from the controlled output and the
decoupler by using y(k) = Hy(k).

8. Calculate the filtered inputs u,(k) and outputs 3,(k) by
using eqs 48 and 49.

9. Calculate 0, (k) by using the RLS method shown in egs
41-47. R

10. Compute PID gains on the basis of the a,(k) of 8, (k) by
using eq 30.

11. The filtered reference signal 7(k) is calculated by using
7(k) = H,(k), and input signals are calculated.

12. Controlled output is obtained on the basis of the
calculated input at 3.3.

13. Go to the first step as k =k + 1.

Some considerations for determining user-specified parame-
ters are written as follows. If n, m, and d, are unknown, d,, should
be set as a minimum number of estimated delay time or zero, and
m and n should be set as large enough numbers than true orders
of a controlled object. o; should be determined corresponding to
complexity of a system. If a controlled system has a long dead
time and is high-order, o; should be large. §; is considered to be
set as zero in many processes. If a dead time of the process is
unknown, d; should be larger than the true value because
calculated PID gains become bigger when d; is small. @, ;and @,
are often set between 0.98 and 1. a;; and a,; are often set
between 1 and 1000. ¢, and ¢, are not important if the system
noise is small. If the noise is strong, ¢, and c, are determined to
reduce the influence of noise. 011(0) is considered to set as an
estimated system model becomes stable. From 021(0), initial
PID gains are calculated, then 02’1(0) should be set as initial PID
gains are small.

At last, convergence and stability are mentioned. In the
proposed method, the influence of interferences is not removed
perfectly in the transient state because a decoupler is static.
Therefore, it is difficult to prove the convergence and stability
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precisely. From the viewpoint of the overall proposed method,
richness conditions of the input signals are not required to
determine the decoupler because the proposed method utilizes a
static decoupler. As a result, approximately accurate decoupler
can be identified easily. When the decoupler works effectively,
the influence of the interference is small, and the control loop is
less likely to be unstable. In addition, the stability can be
improved to employ a sluggish reference model. Concretely
speaking, the larger rise time o; can be used, and sometimes it is
effective to set the dead time d; larger.

B SIMULATION

Time-Invariant System. The controlled object is given by
the following equation:

7.3 —4.4 -
G() 23s" 4+ 83s + 1 14s° + 85s + 1
S =
3.8 _ 6.1 _
Os

e e
195 + 105s + 1 18s% + 102s + 1

(s1)
The system is discretized by T, = 1 s and the following discrete
system can be obtained:

yl(k)]
0.06z7 + 0.02z72

Lz(k)
—0.04z"" — 0.008z™>
-1 2%
1 —1.02z7" 4+ 0.03z

z
1 — 099z 4 0.002z72

25 -25

0.05z7" + 0.01z72 i
1 — 099z~ 4 0.003z72

0.03z7" + 0.006z > .
1 —0.995z7" + 0.004z>

lm(k)} 51(k)]
X +

uy(k) &(k)
where £,(k) denotes the Gaussian white noise sequence with
zero mean and variance 0.01% The system has input saturation.
The upper limit is set as 100 and the lower limit is set as 0. The
step response of the controlled object is shown in Figure 4. It is
clear that the system has the interference as the nondiagonal
elements.

-20 —20

(82)

Y )
8 4
6 3
> 4 2
2 1
0 0
0 200 400 600 0 200 400 600
0 8
-1 6
-2
> 4
-3
4 2
-5 0
0 200 400 600 0 200 400 600
Time [s] Time [s]

Figure 4. Step response of the controlled object.
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The simulation result using the proposed method is described
below. The description is associated with the algorithm outline
shown at the end of the previous section. To apply the proposed
method, user-specified parameters are set as shown in Table 2.
This is the first step of the algorithm outline.

Table 2. User-Specified Parameters Corresponding to Figure
7

system parameters PID gains
n 10 0; S0
m S0 o 0
d, 0 d; known
Wy 1 Wy 0.995
ay; 100 Ay 100
c 0.95 [y 0.5
91'1(0) unit vector 92‘,-(0) unit vector

Between the second and 13th of the outline is executed online.
At the second to sixth steps, filtered inputs/outputs, static gain
matrix, and a decoupler are calculated. By use of the recursive
least-squares, a transfer function A™'(z7') D(z7') B(z™") is
identified. From the transfer function, H of eq 13 can be
calculated. The calculation result of the static gain matrix is
shown in Figure S. It is clear that the estimated value converged
to the true value.

10 T T T T T T T
;z: 51 — Estimated | 7|
V = = =True
0 L I 1 I L | T
0 1000 2000 3000 4000 5000 6000 7000 8000
0 T T T T T T
a9 j Estimated | _|
M = = —True
4k i
| ! n T T I I
0 1000 2000 3000 4000 5000 6000 7000 8000
5 T T T T T T T
X Estimated
0 | L I I 1 | |
0 1000 2000 3000 4000 5000 6000 7000 8000
10 T T T T T
m 5 H {
4 —— Estimated
0 1 Il 1 L 1 1 — _Tme
0 1000 2000 3000 4000 5000 6000 7000 8000
Time [s]

Figure S. Trajectories of the system gain matrix corresponding to
Figure 7.

Between the seventh and 10th steps, filtered inputs/outputs,
a;(k) and PID gains are calculated. By use of the RLS method,

a;(k) is calculated from the filtered inputs/outputs u, (k) and
j’g,(k)- PID gains are determined on the basis of fzjl( k) by using eq

30. The trajectories of the estimated PID gains are shown in
Figure 6.

Next, filtered reference signals and controlled inputs are
calculated. In addition, the controlled output is collected by
using the calculated inputs. The control result of the proposed
control scheme is shown in Figure 7. The good control result
was obtained by the proposed method. Around 5500 steps, the
control performance deteriorated. This is because the control
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Figure 6. Trajectories of the PID gains corresponding to Figure 7.
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Figure 7. Control result for the time-invariant controlled object (eq 52)
by using the proposed control method.

input was saturated. Thus, it was impossible to maintain the
desired control performance.

The step response and the bode diagram of the augmented
system are shown in Figure 8 and Figure 9, where the decoupler
was designed by using the system gain matrix computed at final
step of Figure 5. The step response shows that the nondiagonal
elements are nearly zero.The bode diagram shows that gains of
the nondiagonal elements become higher in the middle
frequency. This means that the interferences of the transient
state were not removed completely. In contrast, the diagonal
elements are normal time-delay systems.

In the decoupling control, a predecoupler is often employed.
However, as mentioned above, the predecoupler has a serious
problem when the system has input saturation. In order to
illustrate the problem, the self-tuning PID control method with a

11480
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Figure 8. Step response of the augmented system of the time-invariant

controlled object.
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Figure 9. Bode diagram of the augmented system of the time-invariant
controlled object.

predecoupler was employed. A control result using a
predecoupler is shown in Figure 10. The trajectories of PID
gains corresponding to Figure 10 are also shown in Figure 11.
The user-specified parameters were set by the same as the
proposed method. The control result got worse than the
proposed method, as shown in Figure 10. Figure 11 shows the
trajectories of PID gains corresponding to Figure 10. In
comparison with Figures 7 and 10, the effectiveness of the
postdecoupler is verified.

At last, a control result using a multivariable self-tuning PID
controller'" is shown to compare. The controller is designed on
the basis of generalized minimum variance control (GMVC),
and the design method is sometimes employed in industries.
The control result is shown as Figure 12. User-specified
parameters of the RLS algorithms and reference models are
the same as the proposed method. There is an additional
parameter A in the GMVC-based tuning. When 1 is set bigger,
the control system becomes more stable. In this result, 4 is set as
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Figure 10. Control result of the time-invariant controlled object with
delay using predecoupler.
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Figure 11. Trajectories of the PID gains corresponding to Figure 10.

0.05. Comparing the results shown in Figure 7 and Figure 12,
oscillation of the inputs is reduced by using the GMVC-based
controller. However, the output of the proposed method is more
similar to the reference model than the result of the GMVC-

based controller.
Time-Variant System. The previous section presented a

result for a time-invariant system. In this section, a time-variant
controlled object is considered because the proposed method is
a self-tuning method. The following controlled object is

considered:
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Figure 12. Control result for the time-invariant controlled object (eq
52) by using a multivariable self-tuning PID control method based on

GMVC.

(i) k < 3500
7.3 ey —4.4 25,
60 23s% + 83s + 1 14s” + 85s + 1
s) =
195 + 10Ss + 1 18s% + 102s + 1
(83)
(ii) 3500 < k
5.11 . —-3.52 25,
&) 34.55% + 124.5s + 1 22.4s% + 1365 + 1
s) =
4.56 20, 7.93 20,
22.85% + 1265 + 1 2345 + 132,65 + 1
(54)

The system was discretized by T, = 1 s and the following

discrete-time system:
(i) k < 3500

¥, (k)
¥, (k)

0.06z7" + 0.02272  _y

—0.04z7" — 0.008z7% _,s

-1 —ZZ
1 —1.02z * + 0.03z
0.03z7" + 0.006z27%

z
1 - 099z 4 0.002z72

0.05z7' + 001272 _y

z
1 —0.995z"" + 0.004z>

“1(k) ‘51(k)
X +
”z(k) 52(")

z
1 — 099z~ 4 0.003z72

(83)
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(i) 3500 < k
3, (k)
3, (k)

0.03z7' + 001272 _y
z
1 - 10227 4003272

—0.02z7" — 0.004z7% s
z
1 —0.995z7" + 0.002z7>

005271 4+ 001272 _y

0.03z™" + 0.006z7> -0 .
1 — 0996z + 0.003z™*

1 - 0996z~" + 0.004z7>

(k) &i(k)
X +

uy (k)| | &(K)
where £,(k) denotes the Gaussian white noise sequence with
zero mean and variance 0.01%. This system also has input
saturation. The upper limit was set as 100 and the lower limit was
set as 0.

Next, the control result of the proposed control scheme is
shown as Figure 13. Furthermore, Figure 14 and Figure 15 show

(56)
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Figure 13. Control result for the time-variant controlled object (eq 56)
by using the proposed control method.
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Figure 14. Trajectories of the system gain matrix corresponding to
Figure 13.

the trajectories of the estimated system gains and PID gains,
respectively. The user-specified parameters are set as shown in
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Figure 15. Trajectories of the PID gains corresponding to Figure 13.

Table 3. The proposed control method works well even if system
parameters are varied. The estimated system gain matrix also
converged to almost the same as the true values.

Table 3. User-Specified Parameters Corresponding to Figure
13

system parameters PID gains
n 10 o; N
m S0 o; 0
d, 0 d; known
Wy 0.995 Wy, 0.995
a; 100 Ay 100
¢ 0.95 ¢ 0.5
91,1(0) unit vector 92"(0) unit vector

B EXPERIMENT

The previous sections presented numerical results. The results
are obtained in an ideal condition. In this section, the proposed
method is evaluated in an actual condition. A pilot-scale tank
system is used to evaluate the proposed method. The system can
be regarded as a first-order system with time delay. Figure 16
shows an appearance and schematic of the system. The control
objective is to regulate the water level in the tank and the
temperature of the mixed water simultaneously. There are two
valves that manipulate the flow of the cold and hot water,
respectively. The PID controller determines the position of the
cold water’s valve u.(k) and the hot water’s valve u;(k) to
regulate the level y;(k) and the temperature y,(k). In this section,
the sampling time T is S s. u (k) and u;,(k) were associated with
(k) and y,(k) as a main controlled input, respectively.

The control result using the proposed method is described
below. The description is associated with the algorithm as
mentioned in the simulation section. At first, the user-specified
parameters were set as shown in Table 4. At the second to sixth
steps, a decoupler was determined on the basis of the system
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Figure 16. Appearance and schematic of the experimental tank system.

Table 4. User-Specified Parameters Corresponding to
Figures 17 and 18

system parameters PID gains
n 10 o; 200
m 10 5 0
d, 0 dy, d, 5,2
@y 0.995 Wy, 0.995
a; 100 Ay 100
% 0.95 ¢ 0.5
0,,(0) unit vector 0,,(0) unit vector

identification. In the experiment, a gain matrix between u (k)
and u, (k) to y,(k) and y,(k) was identified in every step, and a
decoupler is also calculated on the basis of the gain matrix. At the
seventh step, the output of the augmented output y(k) was
calculated by using the decoupler. At the eighth to 10th steps,
PID gains were determined by a data-driven self-tuning PID
scheme. When PID gains were determined, the input signals
were u (k) and u,(k), and the output signals were y(k). At the
11th and 12th steps, the controlled inputs u (k) and u;,(k) were
calculated.

The control result using the proposed method is shown in
Figures 17 and 18. In addition, Figures 19 and 20 show the
trajectories of the estimated system gains and PID gains,
respectively. For these purpose of comparison, the control result
without any decoupling decoupler is also shown in Figures 17
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Figure 17. Experimental result of the level of water.
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Figure 18. Experimental result of the temperature of water.
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Figure 19. Trajectories of the system gain matrix corresponding to
Figures 17 and 18.

and 18. By use of the proposed method, the system outputs were
almost the same as the reference model outputs. In contrast, the
system outputs were oscillatory without decoupler. Therefore,
the proposed method is effective for the actual MIMO process.

B CONCLUSIONS

In this paper, a design method of multiloop self-tuning PID
control system has been proposed for a multi-input/multi-
output system. The control scheme can be divided into two
parts. One part is a decoupling part, and the static postdecoupler
is employed in the proposed method. The other part is the
designing multiloop PID controllers. These controllers have
been newly designed by introducing the augmented output. The
recursive least-squares algorithms are employed in both parts to
determine the system gain matrix and PID gains. Features of the
proposed control scheme are summarized as follows:

e A postdecoupler is introduced for the purpose of
decoupling the controlled object, and the problem of
the input saturation can be effectively avoided.

o The decoupler is based on a static system gain matrix.
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Figure 20. Trajectories of the PID gains corresponding to Figure 17
and 18

e Multiloop PID controller is designed on the basis of a
minimization of the augmented error that derived from
the PID control law.

o The static decoupler and PID gains are computed in an
online manner.

Finally, the effectiveness of the proposed method have
confirmed by some numerical examples and a pilot-scale tank
system.
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