Design and Deployment of Industrial Sensor Networks:
Experiences from a Semiconductor Plant and the North Sea

Lakshman Krishnamurthy’, Robert Adler’, Phil Buonadonna’, Jasmeet Chhabra’,
Mick Flaniganf, Nandakishore Kushalnagarf, Lama Nachman’, Mark Yarvis'*

"Intel Corporation

2200 Mission College Blvd.
Santa Clara, CA 95052, USA

ABSTRACT

Sensing technology is a cornerstone for many imdlistpplica-

tions. Manufacturing plants and engineering fadesit such as
shipboard engine rooms, require sensors to ensadeigt quality
and efficient and safe operation. We focus on @peesentative
application, preventative equipment maintenanceyhith vibra-

tion signatures are gathered to predict equipnahiré. Based on
application requirements and site surveys, we dgvel general
architecture for this class of industrial applioas. This architec-
ture meets the application’s data fidelity needough careful
state preservation and over-sampling. We deschibempact of
implementing the architecture on two sensing ptatfowith dif-

fering processor and communication capabilities. pvesent a
systematic performance comparison between theséonois in

the context of the application. We also describe experience
and lessons learned in two settings: in a semiactodfabrication

plant and onboard an oil tanker in the North Séaally, we es-
tablish design guidelines for an ideal platform anchitecture for
industrial applications. This paper includes selveréque contri-

butions: a study of the impact of platform on aretture, a com-
parison of two deployments in the same applicatimss, and a
demonstration of application return on investment.

Categories and Subject Descriptors

C.3 [Special-Purpose and Application-Based Systems]: real-
time and embedded systems, microprocessor/micragempp-
plications, signal processing systems.

General Terms
Performance, Design, Economics, Experimentation.

Keywords
Industrial applications of sensor networks, embeddHardware
design.

1. INTRODUCTION

Sensing technology is a cornerstone for many imdlistpplica-
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tions. Manufacturing plants and general engineefmgilities,
such as shipboard engine rooms, use sensors toeepsaduct
quality, as well as efficient and safe operatioredrctive mainte-
nance is one key application that improves efficjeand produc-
tivity. Predictive Maintenance (PdM) is the genersim applied
to a family of technologies used to monitor andeasghe health
status of a piece of equipment (e.g., a motor leghibr cooler)
that is in service. PdM technologies allow the usedetect most
impending failures well in advance, as long as ymiglis per-
formed with sufficient frequency. PdM is an impaitand rele-
vant example of the class of industrial sensor agkimg applica-
tions that provide measurable value in real deptays

We have chosen one form of PdM, vibration analysisirive our
investigation of industrial wireless sensor netvgolWe formulate
the requirements and develop hardware and softavahétectures
for this application. We then evaluate our desigitwio industrial
environments. The first is a central utility suponilding (CUB)
at a semiconductor fabrication plant, which we wéfer to as
FabApp The CUB houses machinery to produce pure water; h
dle gases, and process waste water for the failoricéihe and
spans indoor & outdoor locations. For this scename also con-
sider two sensing platforms, one based on the Mid&] and
another based on the Intel Mote [7], each of wipiocksesses very
different hardware features. Using these two ptatfoin the same
deployment, we identify the impact of individuahgbrm features
(i.e., processor, radio, memory) on the overaldhare and soft-
ware architecture, as well as the overall perfoicaanf the appli-
cation. The results can be extrapolated to thelgbipes of other
hardware platforms, and provide direction for bb#rdware and
software architectures for industrial sensing aggions.

The other environment we consider is shipboard Rdbdard an
operating oil tanker. The chosen oil tanker sailshie North Sea
and represents one of the roughest environmentsnérstrial
sensor networks. The basic requirements of theicgtjoin are
similar. However, the oil tanker’'s aft engineersaces are con-
structed of steel floors and bulkheads and are igided into
three major watertight compartments with hatchwiaybetween.
The hatches may be periodically open and shut. sSEmsor net-
work was expected to work despite the periodicdibconnected
nature of these watertight compartments. While $kkenario was
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similar to FabApp, it provided new challenges tadware, net-
work architecture, data gathering, and analysis. r&fort the
results from a four month run of the sensor network

Our focus on industrial PdM sensor networks is watéd by
specific goals that are the main contributionshif paper:

1. Validation of requirements for industrial environm

2. Evaluation of the effect of the deployment envir@mion
sensor network architecture, including charactesstuch
as fault tolerance.

3. Assessment of the impact of platform charactegdfig.,
processor speed, network bandwidth) on architecack
performance of real deployments.

4. A set of techniques for production functions sustgaal-
ity assurance and qualification for deployable leise
sensor networks.

5. Lessons learned from running the network for extend
periods of time in a production environment.

We make these contributions in the context of degiloyed ap-
plications. Using this foundation, we hope to depesimple ar-
chitectures that are broadly applicable.

The remainder of this paper is organized as follo8&ction 2
develops the background of PdM and the motivat@rapplying
wireless sensor networks in this space. Sectioresribes the
particular application space of our deployment.ctia 4 dis-
cusses related work. Section 5 describes site lprermg and
requirements of industrial sensor networks. In iBast6, 7, and 8
we develop and evaluate the hardware and softwahétectures
in the context of FabApp. In Section 9, we discilngs shipboard
deployment. Finally, in Section 10 we summarizedes learned
and present our conclusions.

2. BACKGROUND AND MOTIVATION

PdM technologies include vibration signature arialysil analy-
sis, infrared thermography, and ultrasonic freqyedetection.
These tools can either act alone or together twigeoa detailed
picture of defect sources and current life expestaof the test
subject. Each of these technologies utilizes sjges#nsing and
data analysis techniques:

Vibration Analysis Time domain and frequency domain wave-

form analysis identifies changes in amplitude aeddency
patterns, suggesting repair or replacement. Tiuisn@ogy
presumes that source vibration frequencies caunldmified
and assigned to specific components of the tegesub

Oil Analysis In depth analysis of wear particles, viscosity,

acidity, and raw elements. By capturing a small@arof oil
from a source and comparing to baseline samplésnpial
problems can be seen well in advance of a failure.

Infrared Thermography Specialized cameras and detection

probes sense heat at frequencies just below vilghie Op-
erators can detect abnormal heat sources and centpar
baseline data for temperature changes. Becausarddfr
cameras detect relative heat, they are also ugefldtecting
cold areas, liquid levels in vessels, and escagasgs.

Ultrasonic Detection Ultrasonic frequencies are captured to

detect wall thickness, corrosion and blisteringsen, flow
dynamics, and wear patterns. By comparing datatdn-s
dards, change rates can be measured and lifetinecied.

The popularity of predictive maintenance with cogimns and
governments can be attributed to four primary abjes:

* Reduction in catastrophic equipment failures araelakso-
ciated repair and replacement costs

e The desire to change the business model from catend
based maintenance to indicator-driven maintenance

» The ability to quantify the quality of a new systevithin
the warranty period

* Meeting factory uptime and reliability requirements

Because all of these factors eventually lead teduced bottom
line, there is a drive to implement cost effectbadutions to cap-
ture, trend, track, and alarm the data from theskst

There are two primary models for data acquisitinrindustrial

environments today: manual “sneaker net” data ctide and

fully integrated online surveillance. The manual daloutilizes

hand-held instruments and remote-installed or rearded sen-
sors to which instruments are connected. Dataptuoad locally

in the hand-held device for transport back to are¢mepository
for analysis. These instruments also provide pawdiéld analy-

sis capabilities, and have added functionalitiehsas balancing,
frequency response testing, and multi-channel aisalyOnline

surveillance utilizes sensors that are hard wiced tiata acquisi-
tion unit which processes the data and deliveesiibss a wired
network to a central repository.

Both manual and online systems are in place aaogsiety of

applications and industries; however, they areahays a good
fit. Manual data collection is insufficient in maapplications due
to the potential for user error, the high costreont and keep ex-
perts, and the manpower required for frequent datiection.

Online systems allow more reliable and frequena datlection.

However, the cost of purchasing and deploying tloelutes and
the network and power infrastructure can be prakii Online

solutions are appropriate for equipment and systeitisa poten-
tial cost impact greater than $250K. For the nigjasf equip-

ment in a typical industrial deployment, an onlgystem provides
an insufficient return on investment. An industmpss section
shows that online system penetration into the nidskkess than
10%, primarily due to cost. In the remaining 90%tte market,
20% use manual data collection, and most are rmyhwith the

level of prediction and correlation they providénding a solu-

tion to address this market and tap into the renmagjri70% may
represent a killer application for wireless sens@tworks

For a typical factory deployment, a cost analy$ithe three tech-
nologies is shown in Table 1. While most of thputs are ex-
trapolated from the actual cost breakdown of pnevideploy-
ments, some costs (e.g., the cost of contracteat)lakere esti-
mated. This data suggests that wireless sensomrietvean be
less expensive than an online system, and yet geavie repeat-
able, frequent data collection not seen in a masystem.

3. ANAPPLICATION OF VIBRATION
ANALYSIS

In our particular application of PdM, vibration dysis is used to
monitor the health of equipment in a central ytiftipport build-
ing (CUB) at a semiconductor fabrication plant. T&B houses
machinery to produce pure water, handle gasesparss waste
water for the fabrication line. The same sensowask was also



deployed to monitor machinery onboard an oil tankée system
was designed to work with standard off the shetielerometers,
and interfaced with an off-the-shelf software apgiion which
provided post processing of the raw waveform datasported by
the wireless sensor network.

Wilcoxon model 786A sensors with Integrated CircBitezo
(ICP) accelerometers were used. Each was calibrayedhe
manufacturer to 100mV/G with 5% calibration sengijiat 25°C.
The dynamic range of the accelerometers is 80gak wéth a
maximum frequency range of 30 kHz. The acceleromeses a
ceramic-shear type piezo, which is hermeticallyezband inter-
faced to a 2-wire lead via a Mil-Std 2-pin conneutiAll sensors
in this trial were stud mounted to the machinengFe 1).

For our initial deployment, we developed a sensmarth with a
sampling rate of 19.2 kHz, allowing for a frequemapge of 9.6
kHz. While this sensor board allowed us to demasta proof of
concept by obtaining 3000 data points per measurgntewas
insufficient to entirely replace the existing PdMpability. In
particular, the number of data points obtained joley insuffi-

cient resolution for analysis. After factoring iveaaging and
overlap, a frequency resolution of +/- 12 Hz wasaoted, 1/24

the density of current offerings in the handheldkea Resolu-
tion will be increased in subsequent deployment®imaining a
larger number of data points per measurement.

The sensor network was integrated with an off-thelfssoftware
application which provided long term data storagend analysis,
and fault alarms. The raw waveform signals, eaghesenting a
fraction of a second of collected data, are tramséal into the
frequency domain for analysis. Frequency peaksaasociated
with specific defect characteristics such as beafailures, gear-
box defects, electrical and other mechanical issliesobtain a
frequency resolution of 0.5 Hz with a maximum ingignal fre-
quency of 5 KHz, it is necessary to sample at a cdt40 KHz.
Averaging is used to reduce contamination of ttgnali from
transient noise. Window functions (e.g., Hannin@S22, Kaiser
Bessel, and rectangular) are applied to minimigeai disconti-
nuities across averages.

4. RELATED WORK

There have been numerous published efforts relatedeploy-
ment of sensor networks. This section providesf lonerview of
this work and clarifies our contributions relatieethese efforts.

Wireless PdM technology has been available for regéwears

from traditional manufactures [8]. Typically theselutions are
targeted as a simple wire replacement between ieand collec-
tions points. These solutions do not fully reduige tost of the
deployment and limit the use of wireless with fixed relation-

ships. A multi-hop sensor network removes this redquirement
and provides better fault tolerance and resilieag&inst propaga-
tion effects, but also increases software compieRtecently the
industry has started moving towards multi-hop wssl solutions
[15] [16]. Some research efforts have embarked esigting

wireless sensor networks for PdM [19]. Our contiitms are

complementary to these efforts focusing more onettperiences
relating to platform architecture impact and depients.

There have been a few reported efforts involveddthering vi-
bration data for various applications. Work at US@ CENS [9]
[21] has focused on gathering vibration to mongtuctures for

Table 1. Cost breakdown of three approachesto PdM.

Wireless
Manual Online Data /
Collection System Wired
Power
#Wired APs 450 35
# Wireless APs 0 875
# Analyzers 1 1
Hardware Costs
Sensors (installed) $1,260,000 $1,260,000 $1,260,00
Wired APs $0 $2,250,000) $17,500
Wireless APs $0 $0 $262,50
Analyzers $144,000 $18,000 $18,000
Installation Costs
Wired APs $0 $3,375,000) $262,50D
Wireless APs $0 $0 $1,726,974
éig‘;; (Collection $168,000 $3,360 $3,360
Total Costs $1,572,000 $6,906,360 $3,550,834
Total Costswio $312,000 | $5646360 | $2,290,834

Sensors

Figure 1. Sensor nodes deployed in the FabApp.



earthquake damage. This work uses a similar neteathitecture
and protocols to our own. In contrast, we focugtom effects of
hardware platform differences on the network asthitre as well
as real life experiences from deploying these apptins.

Habitat monitoring has received significant attenti[2] [14].

This class of deployments offers both similarite$*dM, as well
as significant differences. A study of deploymemsGreat Duck
Island includes descriptions of architecture argbst mortem of
network performance. The network uses a tiereditacthire with
both single hop and multi-hop topology. The workldavolves
periodic collection of small amounts of environnardata (e.g.,
temperature). The postmortem data provides insigischoices
between multi-hop/single hop, network structure] esute stabil-
ity. Our PdM architecture development has insteacliged on
end-to-end reliability for transfer of large, infgent samples.

A multi-tiered wild-life tracking solution using P04s has been
deployed by Cerpa, et al. [2]. The effort incluéesumber of in-

network and collaborative processing applicatioeguired to

track wildlife. The current approach used in ouplagation relies

on data transferred to a server for analysis. Buhé future, we
anticipate the need for correlation of data fronitiple sensors,

processing, and alarms and actuation in the fiaklwe move

forward in industrial monitoring, we expect in-netik processing
to provide significant benefit.

5. SITE PRE-PLANNING AND
APPLICATION REQUIREMENTS

Sensor networks have well-documented requiremdngelbcon-
figuration, security, long life, and maintainahilif4]. Additional
requirements that were paramount for our deploysemere
safety and non interference. In an industrial emvinent, safety to
personnel, the environment, and equipment is thabea one
priority. Safety has two key impacts on sensor peta. First, the
sensing infrastructure must not interfere with $hée operation of
machinery and personnel. Second, it must havd-adfe mecha-
nism that allows operators to place the sensor or&tinto a
known benign state.

Meeting these requirements necessitates adequataipy and
preparation. Surprises are undesirable and poligntiangerous.
Sensor networks are commonly deployed in a casaghoc’
manner, with high tolerance to node failure. Thimfticts with
industrial plant operations where equipment inatalh is care-
fully planned and failures are expressly avoided.

A site-survey is a prerequisite step that providésrmation on a
specific environment. The results from the surveythen used to
plan a particular instantiation of the general @edture. An in-
dustrial site-survey addresses the following issues

RF Coverage- A site-survey can help identify shadows caused b
obstructions in the environment and help the ndtvamsigner to
add resources, such as relay nodes or additiotavgys, to en-
sure coverage. It also lends insight into poss#igleurity issues
with the sensor network such as external snoo8tgdies of RF
propagation in industrial environments have suggksthat
propagation is generally good [1] [5] [11] [12] [227]. Still we
want to understand the impact of the environmenhigher pro-
tocol layers in order to ensure an adequate solutio

RF Interference- In industrial environments abundant RF noise is
a significant concern. Sources may be explicit,hsas 802.11
access points, wireless radios or radar/radio a#eig equipment.
Other sources are the result of radiated electrioéde from ma-
chinery, such as frequency motor controllers oidsstiate switch-
gear. Such noise sources may adversely impactbilglfaand
power consumption of sensor networks. Converskedyjrmpact of
interference from the sensor network, particularadher plant
communication channels, must also be evaluated.

Mechanics— Practical matters of where and how to mount sen-
sors, sensor nodes, and gateways is a major pére site survey.
Physical installation points must not interfere hwitnachinery
functions or operator access. Node placement imitapacts RF
coverage. Although specific mechanical issues ayomd the
scope of this paper, we identify it as a key péthe survey.

5.1 Site Survey Experiences

Prior to the sensor network installation at the Cafigl aboard the
ship, we conducted site-surveys to address thessalentified
above. Sensor nodes included 916 MHz and 433 MHza®i
Motes and Intel Motes. Each gateway consistedSthagate with

an Intel Xscal® processor and an 802.11b wireless card. Sensor
nodes were initially placed close to sensing poihikewise,
gateways were placed based near available powéetownd
wired network connectivity.

Figure 2 shows a typical test point layout for #iépboard site
survey. Choosing these locations allowed us to idiately assess
any mechanical issues. An end-to-end test was élenuted to
exercise the networking aspects of the sensor softesare in-

cluding topology formation and reliable data transfStatistics
were collected which yielded packet loss and pablgt count.

For the gateways, a simple data copy using thereempy proto-

col was used to evaluate 802.11b connectivity. &hest applica-
tions allowed us to assess RF coverage and iddantiéyference
sources. An additional step of the survey was rfopa passive
RF spectrum analysis on the general environmetht thi2 sensor
network disabled, to further identify sources dénference.

The survey at the CUB site showed overall good eotivity
between potential gateway locations and sensingtgoboth for

Legend
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devices within and for outdoor devices (through @B exterior
wall). The 916MHz Mica2 Motes exhibited some RFdhas at
certain points both in the indoor and outdoor lmret (433 MHz
Mica2 Motes were not used for the site survey erdéployment).
Moving the sensor nodes to alternate points afledliaghe shad-
owing effect and stable network formation with 90%b&cket
reliability was achieved. The Intel Motes were afoldorm a sta-
ble network topology and no shadowing was obsergedpec-
trum analysis test was not performed at the CUB bicause
most potential interference sources were knowiitéoesigineers.

While 802.11b connectivity between Stargate Gatewiaythe
CUB was initially excellent, we found that conneitti changed
over the course of days. During the deploymentials necessary
to repeat the survey and redeploy the gateway remlesal times.
In the future, a mesh network may be used to @teuhis issue.

The shipboard tests demonstrated excellent semstE and gate-
way connectivity in the engineering spaces. Thevort discov-

ery mechanisms were able to form a network withfievaseconds
and maintain connectivity throughout each test. t#har Mica2

Motes, the topology was consistently single hop tesdl packet
end-to-end yields were greater than 99%, regardiédscation

within a watertight compartment. The only exceptiees the 433
MHz Mica2 Motes, which were not able to communidat®ugh

a non-watertight bulkhead/doorway. For the Inteltdé4o each
trial formed a stable scatternet with no obsenfetlsws. For the
gateways, 802.11b connectivity was excellent batwie test
points and the access point.

The shipboard spectrum analysis test showed norseliterfer-
ence conflicts for the motes, the gateways, ostiie. The engine
room ambient noise did not show any significankepiat the
mote or gateway transmission frequencies, even wihership’s
radar was functioning. To ensure that the senstwark would

not interfere with the ship, we obtained a listanitical radio

navigation frequencies in use. The only deviceswuald gener-
ate potential interference were the 433 MHz devices

The site surveys lead to a few important conclusidtirst, fewer
gateway nodes were required to achieve adequatrage than
initially anticipated at each site. Second, at@uB site, coverage
of outdoor nodes from an indoor gateway was shanpet feasi-
ble. Similarly, aboard the ship, an entire comparttrcould be
covered by a single gateway node. Thus, a few platied gate-
way nodes could be utilized at each site, reducatgiirements
for wired power and network connectivity, as wellaverall cost.

The results of the surveys also tended to favorude of higher
RF frequency devices in the industrial environméitoard the
ship, the 916 MHz and Bluetooth devices exhibitede#fient
connectivity properties, whereas the 433 MHz deviceuld not
penetrate some barriers. We attribute the RF padoce to the
steel materials found at this site. Unlike an @ffar outdoor envi-
ronment bulk-heads and machinery tend to refletiterathan
attenuate RF energy, thus promoting connectivitynpays that
might not be observed in other environments.

5.2 Requirements
The site surveys and interaction with field perd@mal corporate
IT led to specific requirements that drove netwadekign:

Fault tolerance and reliability- There are two aspects to re-
liability of our system that were stressed by oustomers. First,
data from a sensor node must be accurate and baqthired and
delivered in a timely manner. While some failuregynbe toler-
ated, failure recovery is required. Second, thevoet must be
robust to the extreme temperature, humidity, atdation in the
environment. Proper engineering of electronics andlosures
can accommodate such environments, but this isdeutise scope
of this paper. Rather, we address how the systamezaver from
faults caused by such external influences.

Long-lived battery powered operatiefiPower management is just
as critical in the industrial environment as in estldeployment
scenarios. Initially, this may seem counterint@tigince most
machinery plants have ample power supplies andilalition
systems. However, operating and safety regulatigpisally call
for each piece of equipment to have a dedicatedepaivcuit,
requiring separate power connections for sensoesioto reduce
installation costs, the sensor network must eibleebattery pow-
ered (and provide aggressive power managementpke mse of
“trickle” sources such as solar or energy harvestin

Maintainable - Management and diagnostics are key identifying
hardware failures or the cause of errant data.SEmsor network
management system must provide a simple user édcterfor
maintenance personnel that enables continuousaguid diagnos-
tics to detect problems and enable repair. Whilevoek heath
consoles were deployed, they are outside the suioihés paper.

Seamless integration into existing applicatioA sensor network
PdM solution must integrate into existing PdM apgtions, to
provide the same end-user interface and analysis.tén our
deployments, an automated data import capability negquired.

Security -Ensuring data integrity, confidentiality, and arlicity

is necessary in nearly all industrial sensor netaorModified or

falsified data from the sensing infrastructure bame crippling or
even dangerous effects in industrial environme@gerationally
sensitive data must also be protected. Howevenuindeploy-

ments, very little security was provided within tsensor network
itself. Due to the physically secure environmémé, low value of
individual sensor results, and the open-loop nabiiitae system,
the risk of an open system was deemed to be relptiow. In

future deployments, additional security featurey bmadded.

6. HARDWARE ARCHITECTURE AND

COMPARISON
One of the goals of the FabApp deployment was tapase dif-
ferent sensing platforms in the context of this ligpgion. We
start with a comparison of hardware platforms axéscription of
their impact on the design of the overall systembl& 2 high-
lights the main differences of the two platforms.

We deployed two platforms in the fabrication fagilione based
on the Mica2 Mote and the second on the Intel Motee Mica2
Mote has an 8-bit microcontroller (ATmega 128L) ming at
8MHz, 4 kB or RAM, 128 kB of flash and a 916 MHzm@a with
38.4 kB/s maximum theoretical bit rate [3]. Theelntlote on the
other hand has a 32-bit ARM7TDMI processor runnatgl2
MHz, 64 kB of RAM, 512 kB of flash and a Bluetoatidio with
750 kb/s maximum theoretical bit rate [7]. Whilee use of a
Bluetooth radio introduces a very different comneatiopn model,



Table 2. Comparison of Intel Mote and Mica2 design features.

Mica2 Intel Mote
Proces- 8-bit microcontroller Processing power npt
sor explicitly exploited.
Required additional volat Simplified sensor boarg
Volatile tile storage on the sensordesign enabled by on-chip
Storage board, managed by anstorage of ADC samples.
additional microcontroller.
Simpler network stack|{ 10x throughput. Point-to
better theoretical receive point link model required
Radio sensitivity. custom network stackl
Frequency hopping less
impacted by interference.
/O Inter- Direct SPI connection fromp No H/W SPI port; senso
faces sensor board controller tp board .|mp|emc'ants UART
mote processor. SPI bridge logic.

requiring different routing protocols, the availiliof a proces-
sor, radio, and memory in an integrated packagg ¢edatly re-
duced the total cost of the system.

Block diagrams of the sensor boards designed &setimote plat-
forms are shown in Figure 3 and Figure 4. The IMete sensor
board was much simpler than the Mica2 sensor boaaéhly due
to the Intel Mote’s larger RAM, which allowed inted storage of
vibration samples. In contrast, the Mica2's lirditénternal
SRAM required external RAM and a processor on téeser
board, thus increasing the cost, complexity, andgvaconsump-
tion of the sensor board. The use of a microctletravas one
design choice. If a CPLD had been used insteadoutild have
been necessary to implement the control logictferSPI port, the
SRAM, and the sensor board in firmware.

The Intel Mote’s direct streaming feature resulteda higher
strain on its 1/O interfaces. In addition, itskaaf a SPI interface
required that the sensor board bridge the SPI owatipiine A/D to
the UART interface supported by the mote. Fortugatbe Intel
Mote’s fast UART (up to 960 kb/s) was more thancpdge to
support required sampling rate of 16 bit data a2 k®iz.

Despite the Intel Mote’s more capable processeneiwork data
processing was not implemented for four reasongst, Rrend

analysis requires that all data be delivered aorkdtat a central
location. Second, we wanted to enable direct coisarof

measured data against the manual system. Thirdy o&the

algorithms implemented in the back-end software ptedict

equipment failures are proprietary. Finally, a famparison of
network performance in Section 8 required the skraé on net-
works utilizing each platform. The only data pragieg per-

formed on the mote was DC offset removal. In theariey the

extra processing capacity of Intel Mote may beiagd to imple-

ment data compression or complete in-node datyysisahence
reducing the amount of data to be transferred theeradio.

7. NETWORK ARCHITECTURE AND

COMPARISON

The network architecture for the FabApp includdsiezarchical
communication structure, a cluster-based power gemant
protocol, and a reliable bulk transport. These eleis work to-
gether to coordinate periodic data collection axr@darge num-
ber of sensing points while maximizing sleep tirdée will first

describe the components of the software architeaasigned for
the Mica2 hardware, followed by a description oé tthanges

I To Mote UART

@460.8kbps
Input 1 CPLD
—_—
: Analo SPI
. AFE g A/D (control logic and
SPI->UART bridge.
M Consumes ~0.5mW
T T when active)
Power and MUX Control }o—l Control Signals
to Board
Figure 3. Intel M ote sensor board.
To Mote USART
@~200kbps
Atmel
= Analo opi | AMeOR128 | 4 Seé,ﬁll
: AFE 9 A/D (board control logic, [—7—>]
Inout N SRAM control logic and o SO ST
Anput®, USART ‘mfﬁ;“;‘e‘h 16bit samples
1 1 when active)

Control Signals
to Board

Figure 4. Mica2 sensor board.

Power and MUX Control

made to leverage features of the Intel Mote. Inti6e®, we will
also consider the changes required for the shipbdeployment.

Figure 5 shows the FabApp’s high level architectaral Table 3
lists the network components. Each sensor nodenisected to a
multi-channel sensor board (not shown). On eackasdmoard, a
subset of channels is connected to vibration sen&@ch sample
consists of 6 kB of time-series data from the wibrasensor, for
a total of 36 kB per node. The goal is to captustadrom all

sensors at regular intervals and deliver it toraesefor analysis.

To allow the network to scale to thousands of sepgoints
(4000 in a typical fabrication facility) we use &tarchical net-
work [23], with an 802.11 network providing a higheed,
highly-reliable backbone. Stargate nodes, each withote radio
and an 802.11 radio, act as gateways between thediworks.
Data flows from a specific sensor, across the genmsh to a
Stargate gateway, across the 802.11 backbone tmetveork
edge, where it is delivered to the data analysieseWe examine
this hierarchical architecture in detail in the nexbsection.

To meet the battery lifetime requirements (Secb®), we use a
cluster-based sleep/wakeup protocol. Sensor namtes ¢lusters

around gateway nodes. Each cluster wakes at reguiéawals to

capture and send data to the backend server. &bp sthedule of
each cluster is coordinated by a cluster-head netih is con-

nected to the gateway via a serial port. Sleepcsdhe are inde-
pendent, and no inter-cluster coordination is negfliThe cluster
sleep/wakeup protocol is described in more detaBection 7.3.

Each collection period, the cluster-head schedulata cap-
ture/transfer for every sensor connected to eacle i the clus-
ter. When a node is scheduled to send data, iateét a connec-
tion to the gateway application (which resides ba Stargate)
using a reliable transport protocol described ictia 7.4.

Once the data has been transferred to the Staggédevay, it is
time-stamped, and a file is created for each ciidlecf a sensor
channel. The Stargate gateway periodically copéa files to the
root Stargate using a secure transport over thel@bzZadio.

The root Stargate node transfers this data acrosarial cable
using Kermit protocols to a bridge Stargate node 3erial cable
is used to isolate the wireless network from thepamate network



Table 3. FabApp network components.

Platform Description

Mica2 Sensor Node: Atmel AtMegal28L
Chipcon 900 Mhz radio, Battery powered.

Intel Mote Sensor Node: ARM Core, Zeeyo
Bluetooth radio, Battery Powered
Stargate Gateway Node: Intel XScale
processor (PXA255), 802.11b radio, serially-
connected Mica2/Intel Mote, wall powered.

Enterprise I ]
Server

Root & f§ Bridge
Stargate & Stargate
802.11 .,
Backbone -
Stargate Gateway. g e
m %
Cluster Head S e
,A E Sensor B ...... ::E
EE Clusters E

Figure 5. FabApp network architecture.

for security reasons. The bridge Stargate nodensected to the
corporate intranet and transfers the data to thees@sing a se-
cure transport. On the server, the data is cordéota format that
can be understood by the analysis tool and imparteda data-
base. At this point the data can be accessed aalgizad by the
end user with backend analysis tools.

7.1 Hierarchical Network Structure

The FabApp uses a hierarchical architecture toeas® network
scalability and to exploit resources availabletie €nvironment.
Use of a hierarchical network structure is not f2i{18]. In an
industrial setting, a hierarchical architecture leitp heterogene-
ity within the sensor network. The FabApp architeetmay be
broken down into three logical hierarchies. ThedetMayer, Tier
1, includes networks of sensor nodes. This tiexjsected to have
the lowest compute capability and significant latibns on radio
bandwidth and battery capacity. Sensor nodes dr@\dded into

groups callectlusters Each cluster has one or more gateways that

provide the interface to the next tier. A node rhaypre-assigned
to a particular cluster, or it may select a clustaramically based
on the quality of available routes to cluster heads

The middle level, Tier 2, forms the sensor netwaikkbone. It is
composed of individual cluster gateways linked hbplaust com-
munication medium. The nodes in this tier haveifigantly more

compute, communication and power capacity thanetimoJier 1.

These nodes offload the burden of communication ammputa-

tion from the lower tier. This tier also acts asomvergence point
for data from clusters of different types of nodéJier 1.

Tier 3 is the sensor network’s interface to theegrise. Devices
at this tier may be gateways or servers that recgata from Tier
2 and export it as required by the applicatiormbi$tracts the spe-

cific needs of the application away from the semsstwork, thus
minimizing the amount of custom software and prepssing
necessary within the sensor network itself. Thés &ilso provides
the management and diagnostic interface to theoseretwork.
The operator may interact with this interface disecor it may
generate external alarms to indicate noteworthn@ve

7.2 Bulk Transfer Protocol

To transfer each large chunk of sensor data rgliabfoss the
sensor network, we implemented an end-to-end teliddulk

transfer protocol. When a sensor node is schedwemansmit

captured data, it sends a connection request tgdtevay. The
connection request contains a set of connectioanpeters tuned
to the capabilities of the node, including fragmsiae, data size,
and transfer rate. These parameters allow theanktto support
multiple sensor platforms (including Mica2 and Inuote). If the

request is accepted by the destination, datansfeered in multi-
ple fragments using a standard NACK based slidimglow pro-

tocol [20], described in detail in [7].

7.3 Mica2 Power M anagement Protocol

Power management is achieved using a centralizetbqm.
Members of each cluster wake and sleep in a synaed man-
ner, under the direction of the cluster head. Tihster head uses
application-level sampling requirements to schedidep periods,
similar to the approach taken in [10].

The nodes in the cluster know when to wake up based pa-
rameter communicated by the cluster head at theoktite previ-
ous period. At boot time (e.g. on initial instalipdes are awake
and the protocol proceeds as described below.

Once the cluster is awake, the cluster head iagiatetric-based
single-destination-DSDV routing [22] to allow albdes to find a
path to the cluster head. Next, each node sendsdpeftrace-

route” packets to the cluster head, allowing thester head to
discover the nodes in its clusters. The clustedhegaits a pre-
defined period, to allow all nodes to report.

Once discovery is complete, the cluster head sardigta capture
and transfer request to each node. The resultatg & trans-
ferred using the bulk transfer protocol. Once datfection is

complete, the cluster head sends beacons indicatisigrt time
and duration of the sleep phase. The sensor nbdagyb to sleep
for the requested duration, waking once again isam

Since the nodes may sleep for long periods of (ieng., days or
weeks) the clock drift may be quite large, causindes to wake
at different times. To ensure that all nodes arakavafter a sleep
period, the cluster head waits for a “guard periga¥ater than the
maximum possible clock drift before initiating comnication.

7.4 Fault Tolerance

Industrial sensor networks must operate unattemugdtentially
harsh environments for long periods of time. Fealrant design
is required to prevent individual failures from sieming network
lifetime. Four major design features increasedt fenlérance.

First, multiple watchdog timers were used to recdvem any
non operational state. Each node tracked the timee ghe last
packet reception (in the wake state). If no packedse received
for a predetermined period, the node would autarabyi reset



itself. Other watchdog timers were used to catafu\ware errors
during data transfer from the sensor board or tleseio lockups.
Hardware resets were also triggered by unexpectetoqol
states, such as the receipt of a new data capncefequest be-
fore the previous one was finished. In each cassgvery was
accomplished either by a hardware reset or a dtetialization.

The second major design feature was storage afdtes network
states in cluster heads. Because sensor node @rctiate was
soft, nodes could return to normal operation dfeing reset. In
many cases, only a small performance degradatiahdwesult.

The third feature was intentional re-initializatioh sensor nodes
after each collection cycle. Since data collecti@s controlled by
the cluster head, sensor nodes did not need totamaistate be-
yond the current cycle. Consequently, sensor nadedd start

each cycle with fresh state, preventing problemsnia collection

cycle from affecting the next cycle. This featwas added only
after system testing, as it has a tendency to ebhcsys.

The final feature was non-volatile storage of catistate at the
cluster head after every collection. Thus, thetelubead could
also be reset immediately prior to each wake periemoving any
stale state in the operating system. While bruteefothis tech-
nigue was very effective in meeting the overallleapion fidelity
and continuous operation of the network

7.5 Intel Mote Network Architecture

The broadcast nature of the Mica2 platform radioved a tradi-
tional approach to topology discovery and optim@atbased on
DSDV. Due to the connection-oriented nature of Bieetooth

radio, the Intel Mote platform required a very difint approach.

We implemented a scatternet formation algorithms¢dbed in
[7]) to grow a network beyond the limits of a Bloeth piconet.
This algorithm creates a tree topology with a pfieed root
node. All intermediate nodes in the tree are slavéiseir parents’
piconets and masters in their children’s piconelbe root node
has a master role only, while leaf nodes have staleroles.

We also implemented a network low power mode (disscribed
in [7]). This mode maintains all Bluetooth links & low power
state using the Bluetooth hold mode, which allowrsaf very low
network latency. We implemented a protocol to eadhls low
power mode in periods of low activity, and wake thetwork
before a data collection phase is started.

The same reliability protocol was used for both kiea2 Mote
and the Intel Mote, but the parameters were adjustdeverage
the high bit rate Bluetooth radio and available RAnder throt-
tling was reduced, the sliding window size was éased, and the
fragment size was increased to take advantagesdétber MTU.

Although the routing and sleep protocols were diife for the
Intel Mote, we enabled clusters of different platis to coexist
by terminating these protocols at the cluster h&idster heads
translated data packets and route updates atuktcboundary.

8. MICA2AND INTEL MOTE

PERFORMANCE COMPARISON
We deployed three Intel Mote clusters and threeaRlidlote
clusters in the fabrication facility. We analyzédg: tperformance
of both systems and summarize the performancetsaseiow.

8.1 Data Transfer

The Intel Mote had a roughly 10x greater data fexrmate, due to
radio’s higher throughput and larger MTU. We aldoserved
more consistent performance in Intel Mote clusterth across
nodes and across collection cycles. Details asgmted in [7].

We found the Mica2 throughput to be much lower thapected.
This performance gap can be attributed to heawtttmg of the
reliable transport protocol, which was configurestwconserva-
tively. These results suggest that a dynamic timgtimplementa-
tion would have been more appropriate for this ok

8.2 Performance Across Clusters

Figure 6 shows the average transfer time of alitels as well as
the average duration of the collection cycles. Thenber of
nodes in each cluster is shown in brackets. Wea&gehe col-
lection cycle duration to increase linearly withetnumber of
nodes per cluster, given our simple power saveopobtand use
of sequential data collection. The transfer timettos other hand
is calculated per mote, and should not be largicted by the
small variations in the cluster sizes chosen ig éxperiment.

As shown in Figure 6, the Intel Mote performances wansistent
across the different clusters. The change in aeetamsfer time
of all 3 clusters is within 6%, and is less than dPthe collection
cycle duration after adjusting for the cluster siteMica2 clus-
ters, the variation in the average data transifee tacross clusters
is in the range of 50% to 160%. Closer examinatibthe data
showed that one Mica2 cluster (cluster 21) suffefredn very
high RF interference from nearby power line equipindhe
interference resulted in a much higher averagesteartime and
many data transfer timeouts. In contrast, indepentkssting of
Intel Motes in the same location revealed no demgiad in the
data transfer times or dropped packets. The Intefeld consis-
tent performance was likely due to the operatiegdency range,
frequency hopping, and link layer reliability.

8.3 Power Consumption

At a high level, the power save protocols usechi Ihtel Mote
and Mica2 clusters were very similar. In both cashe entire
cluster was awake during data collection and otlservasleep.
We divide the power consumption analysis into tvaot@ power
consumption during an active collection cycle armver con-
sumption during the sleep phase.
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Figure 6. Averagetransfer timeon Mica2 and Intel Mote.



Table 4. A comparison of current consumption across I ntel
Mote and Mica2 platforms.

Power Intel Mote_ Mica2 mot(_e
Mode Current Time Current Time
(mA) (seconds) (mA) (seconds)

Sleep 0.7 Variable 0.05 Variable
Full Power 20.7 591 17 6432
Full power | 5, ¢ 76 63 693
+ sensor on
Full power
+ sensor on 58.8 1.5 66.4 60
+ A/D on

The power consumed per collection cycle for Inteltés was less
than one tenth that of Mica2. It can be seen frabld 4 that
while the power consumption across platforms inheactive

mode is similar, Mica2 Motes spent more time inheamde due
to the slower radio.

In sleep mode, the Intel Mote platform consumed A, wom-
pared to 0.05 mA on the Mica2 platform. This highwmer con-
sumption is a result of the connected sleep mogeimented on
the Intel Mote to reduce the network response tiByemaintain-
ing connections while in sleep mode, a network @asp time of
about one minute is maintained. With the Mica2fptan, the
network is completely inaccessible during the slebpse. The
second factor is the higher deep sleep power ofirnted Mote
compared to the Mica2 mote, which is dictated leygtocessor.

In this application, since the sleep durationslamge, disconnect-
ing the network and putting the nodes to sleep ne8lilt in lower
power consumption. We measured the current consompf the

Intel Mote in a disconnected network to be 0.7 WA added the
overhead of network formation to the collection leydurations
and calculated the total power consumption anditesuifetime

in disconnected mode as a function of the sleemtiur. The

results are shown in Figure 7 for both platformarted as exist-
ing H/W). As expected, at lower sleep durationg, littel Mote

cluster consumes less power, since the total poamsumption is
dominated by the active power. At longer sleep tiloma (1 week
or longer), sleep power is the dominating fact@suiting in

longer lifetime in the Mica2 case.

Further power reduction would require the additidran external
real time clock (RTC) that allows the system todmenpletely
turned off. This approach has been previously usethe XYZ
platform [6]. We calculated the total power constiop assum-
ing this external RTC solution (50 uA sleep curjdat both plat-
forms. The lifetime with this solution is shown figure 7
(marked as 50 uA sleep). Note that given the loyalectime of
the Mica2 cluster, even with a sleep duration of omonth, the
active current still has a considerable effect ba total power
consumption. In the case of the Intel Mote, theafbf the active
current is negligible with 1 month sleep duration.

9. SHIPBOARD DEPLOYMENT

9.1  UniqueCharacteristics

Although based on the same application as the Fabthe ship-
board deployment presented several key differenEast, the
sensor network needed to accommodate disconneciiorise
802.11 network, primarily between the gateway noded the
root node. Typically a sensor cluster inside ofatentight com-
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Figure 7. Lifetime of Mica2 and Intel Mote platforms.

partment did not have 802.11 connectivity unlebatghway was
open. Disconnection tolerance was enabled with Isirapeck in

the cluster head gateway secure copy routine tokctoe connec-

tivity prior to transferring data. Data was bufigéren the gateway
until a connection could be established. The haagiswvere typi-

cally open, except at night and for particular shyerations.

A watchdog and automated reset feature was alsedatid the
gateway nodes to monitor gateway performance. Jateway
was rebooted if the application software hung (€. not peri-
odically reset the watchdog). In addition, aftecteaollection
cycle, the gateway would automatically reboot fisktiding these
features reduced the risk of unforeseen problenthéngateway
software that would require manual interventiorabyoperator.

Automated trace data collection and backup featwere added
to the server. Since access to the ship was ordyilple in port,
this feature was needed to allow the operatiorhefsensor net-
work to be periodically analyzed, as describedanti®n 9.3.

Finally, the root and bridge gateway functionaktgre merged
into a single bridge gateway with no serial-linkheTbridge acted
as a basic 802.11 access point and router betweeriuster head
gateways and the backend infrastructure. This ahaves accept-
able since external threats to the sensor netwerle wot antici-
pated due to its location inside the hull.

9.2 Installation

The hardware used for the trial included 150 acoeteters, 26
sensor nodes, 4 Stargates, and 1 PC. Three oftdingags were
used as cluster head nodes and one as the roat Tieel®C was
installed in the Ship’s office and was connectedthte sensor
network via the ship’s wired Ethernet. The PC amal oot node
were assigned static IP addresses from the shiptstZubnet.

The sensor network itself was divided among two gamnments
in the engineering spaces: starboatdideck and floor (the level
beneath the ™ deck), and center"®deck. The starboard com-
partment had easy access to the ship’s wired Etheta an un-
used port in the parts stowage space on traetk. The starboard
deployment was further subdivided into two clustersdiagnos-
tic capabilities. The bridge node was installed jostside this
compartment on the™deck gallery. The center compartment was
included in the trial because it could be isolateda watertight
hatch/bulkhead. This allowed evaluation of the eem&twork in



an occasionally connected environment. The gateveales were
placed as in the RF survey, adjacent to availatweep outlets.

For the trial sensor network software/hardware doation, the
sample period is determined by the cluster sleggral and the
number of nodes in the cluster. The user spedifiesleep dura-
tion. Data collection time is variable and dependscluster size
and network performance. An entire sample periotthhéssum of
the sleep duration and the data transfer time.

We chose the starboard deployment to exhibit thgdet possible
sensor network lifetime, and the center deployneie driven to
early failure. Lifetime estimates were made usihg baseline
energy data reported in Section 8.3. The starbdamloyment
was set to a sleep duration of 18 hours, the maxirparmitted
by the current software. At this rate, the senssiwork was ex-
pected to produce good data for over 82 days wihmple pe-
riod of ~20.5 hours. The center deployment wastced sleep
duration of 5 hours which was calculated to yigldeast 21 days
of good results with a sample period of ~7 hours.

The PC software included dynamic web pages, didgnoslliec-
tion scripts, and backup script. The web pages igeaVv ‘at-a-
glance’ indication of sensor network health. Eashser node was
listed, along with the time of the last successfata collection.
Depending on the time elapsed since the last ssfttesllection,
the node was highlighted in red (more that 2 perioderdue),
yellow (one period overdue), or green (not overd@her pages
overlaid sensor locations on a diagram of the engoom. The
same color scheme was used to indicate missedtofis.
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Figure 8. Histogram of total number of samplesreceived/node
from the center deployment.
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Figure 9. Histogram of total number of samplesreceived/node
from the starboard deployment of a 19 week period.

The diagnostic collection scripts collect continsonetwork
packet trace data from the sensor networks in tagb&ard com-
partment. This trace data assists in sensor netw@gnosis.
Trace data could not be collected from the centenpartment
because connectivity there was intermittent, aedethivas insuffi-
cient storage capacity on the Stargate for theetdata. Finally, a
backup script provided a simple means of copyirgtthce data,
converter logs and the back-end database to a Géhwbuld be
delivered ashore for analysis.

9.3 Performance

Sensor network performance was evaluated on tvierieri 1) the
ability to collect and deliver data to the backdhd, and 2) the
ability to recover from loss or errors. The cerdeployment pro-
duced data for 6 weeks before batteries were eiddusin the
starboard deployment, data collection continued.fbweeks.

Figures 8 and 9 plot the histogram of vibration gke® received
from each node in the starboard and center deplotgneespec-
tively. Time-series plots (Figure 10 and Figure bf)received
samples provide a global view of sensor networkadyias of the
sensor network during the trial period. These tesiiow that the
majority of the nodes successfully delivered resalt least 80%
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Figure 10. Time-sequence plot of received resultsfor the cen-
ter deployment. A dot represents a sample received from a
particular node. Spacing along the Y axis has no meaning.
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of the time. Furthermore, most nodes maintaineggalar report-
ing schedule and were able to recover from ernora previous
sampling round. Nodes 35 and 68 were notable except

Using packet trace data from the starboard deplaynvee ana-
lyzed some of the specific causes of failures engbnsor network.
We focused on reporting gaps, which seemed to cgiourltane-

ously on multiple nodes in a cluster. Table 5 surimra major

findings from the first 11 weeks (a representasaenple of the
entire run) and suggests possible causes. Simiyss for the
center deployment was not possible because traeecdald not
be collected. However, we believe that observatistom the

starboard deployment capture common failure modes.

A key observation from the trace data was thatufed were
highly correlated within a particular sensor netkwoluster. In a
common case, the cluster would begin a round &f dallection
normally, but during data collection, the entirexs®& network
cluster would go silent and no further data coédcfor the re-
mainder of the period. The cluster head would giterollection
from other nodes without success. However, at i period,
the cluster would recover, with all nodes functi@pnormally.

Some failures were traced to specific sources. ®a® a faulty
serial port on one of the gateway nodes. While fdilare would
prevent data collection during the rest of the qubrithe auto-
mated reset would clear the malfunction for thetrsample pe-
riod. Others failures were caused by a ship-widegvdailure that
resulted in a shutdown of the gateways. Once pawsrrestored,
the gateways were able to resynchronize with the@enetwork.

The root cause of other failures was more diffitaltdetermine.
Failures within a particular cluster could not lzsiy/ correlated
to similar failures in the other cluster. It is piide that transient
RF noise not observed during the original site symight have
interfered with data collection. While a softwaneghis possible,
the correlated nature of failures suggests an matteause.

Node 35 appeared to be a rogue node during thesemfrthe
trial, with the lowest yield of all nodes in itsuster. Analysis of
the trace data suggests this node may have hatiadra prob-
lem which caused it to behave erratically. Nodeh@8 lower
overall reporting yield because it was the firseetaust its bat-
tery supply. While other nodes lasted longer,ifegiine was well
beyond the 3 weeks predicted for nodes in the ceiei@oyment.

10. CONCLUSIONS

Through two trial deployments, we have shown thadictive

maintenance is a viable application of wirelessseemetworks.
Our cost analysis of various solutions demonstrétes sensor
networks can provide high quality data at a re&yitow invest-

ment in installation and operation. As a resulreless sensor
networks have broad applicability in industrial gictive mainte-
nance, which may represent a killer applicatiotheftechnology.

In the context of this application, we evaluated tyensing plat-
forms to evaluate the impact of hardware architecan overall
network architecture. We found that providing moapabilities
in the sensing platform enabled a simpler and raffestive over-
all system design. Sufficient RAM and I/0O bandwi@diminated
the need for external intelligence and bufferingthe sensor
board, hence reducing complexity, cost, and totargy. In addi-
tion, while the Intel Mote platform had a highertiae mode

Table5. Observed failuresin the starboard deployment.

D_ate Nodes Observations Possible
Time Cause(s)
8/17 12,13, All nodes respond at start of RF interfer-
04:00 | 18 cycle. Contact lost during trans- | ence
fer from node 13 (ch 1)
8/18 32-41 Cluster head 4 local serial link Hardware
19:55 to mote failed. failure
8/19 11-12, All nodes respond at start of RF Interfer-
17:30 | 14-23 cycle. Contact lost during trans- | ence
fer from node 18 (ch 1)
8/21 35-39 Affected nodes did not respond RF Interfer-
06:30 at start of cycle. ence / Loss
of sync
8/26 35-41 Affected nodes did not respond RF Interfer-
23:00 at start of cycle ence / Loss
of sync
8/27 11-23 All nodes respond at start of RF Interfer-
13:30 cycle. Contact lost during trans- | ence
fer from node 16 (ch 2)
8/31 31-45 Node 35 flooding network with Hardware
23:30 discovery beacons causing failure
cycle to miss.
9/5 12,13, All nodes respond at start of RF interfer-
22:45 | 18 cycle. Contact lost during trans- | ence
fer from node 11 (ch 4)
9/13 31,32, All nodes respond at start of RF Interfer-
01:30 | 35,37, cycle. Contact lost during trans- ence
45 fer from node 33 (ch 3)
9/14 31-35, Root node 4 local serial link to Hardware
05:50 | 39-45 mote failed. failure
9/20 31,32, | All nodes (except 35) respond RF Interfer-
00:30 | 35,39 at start of cycle. Contact lost ence
just after node 41 (ch 5)
9/21 11-23 Root node lost cluster state Hardware or
02:00 Power failure
9/30 11-23 Service discovery not started. Software
10:00 Cluster sleeps immediately. Fault
10/7 11-23 Root node was apparently re- Hardware or
started inadvertently causing Power failure
loss of sync with the network.
10/8 11-23 Affected nodes did not respond Loss of sync
05:20 at start of cycle due to previ-
ous outage
10/10 | 31, Affected nodes did not respond RF Interfer-
07:47 | 33-45 at start of cycle ence / Loss
of sync
10/11 | 31-45 Root node 4 local serial link to Hardware
01:00 mote failed. failure

power, the total power consumed in a collectionecyeas much
lower, due to the lower processing and communinatines.
Thus, a high-performance sensing platform provialdswer en-
ergy per bit cost in this relatively high-bandwidtpplication.

In our deployments, we found that both the physécalironment
and equipment layouts in industrial applicationst llhemselves
to sparse clusters of sensors. In this environmentti-hop is
uncommon, but enables rapid deployment and toleramchang-
ing RF conditions. Building code regulations fatcbattery-
powered networking despite power availability. Tiesulting
naturally tiered architectures allowed centraliziada collection
and power management protocols.

Finally we demonstrated the use of a sensor netwmneet a
four month continuous operation requirement. Savéech-
niques, including the offloading of critical stdtem sensor nodes
to cluster heads, watchdogs, and periodic resety/stem state
enabled sufficient reliability for completely urextled operation.



Overall, the data collected in this trial was offisient quantity to
demonstrate proof of concept for the applicatiom.the next
phase of the project, we will make operational aka sensor
network for PdM decision making, to demonstrateaitdlity to
replace manual data collection. We will also uéilthe processing
abilities of the platform by pushing the FFT congiign to the
edge of the network. Edge processing will incrazstsvork life-
time and enable greater collection frequencies.

Predictive maintenance is just one of many possbigications
in this environment. This deployment has allowedaisreate a
reality check for commercial use of sensor netwanksdustrial
applications. In the end, these settings provideraenvironment
for a wide spectrum of sensing applications.
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