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Abstract: Identifying possible research gaps is a main step in problem framing, however it is increas-
ingly tedious and expensive considering the continuously growing amount of published material.
This situation suggests the critical need for methodologies and tools that can assist researchers
in their selection of future research topics. Related work mostly focuses on trend analysis and impact
prediction but less on research gap identification. This paper presents our first approach in auto-
mated identification of feasible research gaps by using a double-threshold procedure to eliminate
the research gaps that are currently difficult to study or offer little novelty. Gaps are then found by
extracting subgraphs for the less-frequent co-occurrences and correlations of key terms describing
domains. A case study applying the methodology for electronic design automation (EDA) domain is
also discussed in the paper.

Keywords: research gap; natural language processing; co-occurrence matrix; double-thresholding
method

MSC: 68T50

1. Introduction

Identifying potential research gaps is one of the main steps leading toward success-
ful problem framing and then fruitful research achievements. It is rooted in the sys-
tematic and comprehensive review of the scientific literature and other related material.
With the exponential growth in the number of publications and published work, this
activity becomes increasingly laborious and time-consuming, indicating a critical need
for automatic tools to assist researchers when selecting their future research themes.

In an effort to automatize research gaps identification, natural language processing (NLP)
provides an effective starting point in extracting valuable information from the published body
of knowledge, such as by employing term co-occurrence analysis techniques [1]. Such techniques
are able to map entire scientific fields to offer cues for identifying unexplored, insufficiently
investigated, and mature/well-explored areas [2], hence orienting research towards new and
potentially hot topics.

Present NLP research does not directly tackle research gap identification, as it is mainly
focused on identifying research trends and fronts. For this, three basic scientometric approaches,
as well as their diverse combinations, are employed [3]: (a) exploring the dynamics of scientific
production in order to model the growth of scientific knowledge within a given domain [4],
a representative example in this respect being the identification of the research trends in the field
of tourism based on the areas of dispersion and concentration of the scientific information, coupled
with the investigation of the scientific influence and productivity of publications [5]; (b) citation
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network analysis that traces the interest and relevance of a topic within the scientific community,
based on the evolution and dynamics in the number of citations, including its diverse forms
like patent citation analysis [6] or co-citation analysis [7]; (c) content analysis. To investigate which
scientific areas are rising in popularity using content analysis, a widely used approach is to employ
co-word analysis [8,9] and topic modeling to extract the main topics from a relevant scientific
document corpus and to explore their time evolution [10–14].

Even though the mentioned research directions have offered unique insights into
research domain dynamics, they do not address the discovery of new research gaps and
problems. Trend analysis predicts the likely evolution of a research domain and its impact,
including the number of citations that a published paper is expected to receive. However,
traditional trend analysis does not study the potential connections across different domains
and trends, even though many current research needs have a cross-disciplinary nature.

To the best of our knowledge, this work provides the first attempt to automatize
the identification of feasible research gaps by analyzing the correlations between a chosen
set of key terms (specific to the scientific domain of interest), followed by a double-threshold
procedure to discard the research gaps that are difficult to study with the existing knowl-
edge or may offer little novelty. To discover feasible research gaps from a given scientific
domain described as an undirected graph of key terms, the method extracts the subgraphs
characterized by less-frequent and hence unsolidified links, or, in other words, by key term
co-occurrences lying in a particular interval that assures the needed levels of expected
novelty and likely success of the research topic.

This paper makes the following contributions:

• A formalization of the feasible research gap identification problem using graph theory
and term co-occurrences. Considering that any given scientific domain can be repre-
sented as an undirected weighted graph characterized by a finite set of nodes (i.e., key
terms) and its corresponding cost adjacency matrix in the form of co-occurrence matrix
extracted from publication corpus, this paper is the first that formalizes the feasible
research gap discovery process as a subgraph extraction problem driven by novelty
and success expectations concepts.

• A NLP methodology to solve this problem by using term co-occurrence analysis and
a carefully tailored double-threshold method able to retain only the research gaps that
are characterized by adequate novelty and success expectations.

• An illustrative case study on applying the proposed methodology for the electronic
design automation (EDA) domain.

The rest of the paper is structured as follows. Section 2 formalizes the feasible research
gap discovery problem. Sections 3 and 4 present a new double-threshold method and
the proposed methodology to solve this problem, respectively. In Section 5 a case study
for extracting feasible research gaps within a specified scientific area from EDA is presented.
Finally, conclusions are summarized in Section 6.

2. Problem Formulation

Our goal is to automatically identify research gaps that have the potential to be
studied with current theories, methods, and technologies to produce a novel contribution.
A set of key terms (e.g., keywords) describes the scientific area where the research gap
identification process is focused. We formulated this problem as a graph theoretic problem,
as follows.

Let us consider a weighted undirected graph G = (V , E , w), where each of the n
key terms describing a scientific area is a vertex from the set V = {KTi | i = 1, . . . , n},
E ⊂ V × V is the set of edges, and weight w : E → R associates the correlation of a pair
of key terms with the corresponding edge. Research gap identification finds all the induced
connected subgraphs of a specified order s of graph G that assure a correlation between
key terms that can provide sufficient novelty and success expectations.

Co-occurrence is a popular solution in natural language processing (NLP) research
to model the correlation between terms [15,16]. It refers to the frequency of the simultaneous
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presence of two terms in the documents of a corpus [17]. The higher the co-occurrence
value, the stronger the expected semantic relationship between terms. Similarly, using
term co-occurrences, we described the weighted undirected graph G = (V , E , w) by its
symmetric cost adjacency matrix in the form of the co-occurrence matrix M of order n,
where n is the number of the selected key terms that characterize the scientific domain
under investigation. Each element M(i, j) is the number of documents in which both key
terms KTi and KTj occur, normalized by the total number of documents in the considered
corpus. Thus, M(i, j) ∈ [0; 1] and can be interpreted as the average frequency in which
the two terms appear in the same document.

Solving research gap identification required the addressing of two related subproblems:
(a) finding a suitable condition for the correlation between two key terms to suggest
feasibility in the suggested research themes (i.e., sufficient novelty and success expectations);
(b) extracting the feasible research gap proposals by finding all the induced connected
subgraphs [18], where the feasibility condition, identified by the first subproblem, is
met for all edges. The next section proposes a solution to the first subproblem, while
an integrated research gap identification methodology is presented in Section 4.

3. Double-Threshold Method to Identify Potential Research Gaps

Since not every research gap is a viable starting point for new research projects, it is
important to identify the research gaps that provide enough scientific novelty at a given
time moment using the available methods and materials. To address this issue, we proposed
a new double-threshold method to identify the feasible research gaps based on the term
co-occurrence matrix.

3.1. Modeling

To develop a method for identifying feasible research gaps based on the NLP approach,
we first analyzed the underlying information behind the co-occurrence M(i, j) of two key terms,
denoted by KTi and KTj, in a document corpus. We observed the following two aspects:

1. A very low value for M(i, j) not only indicates that the two terms are hardly encoun-
tered in the same document but may also suggest that the current state of knowl-
edge is not well developed to link them or that the two terms may be incompatible.
Hence, selecting terms with a co-occurrence lower than threshold α may likely result
in an unfeasible research theme, in this sense α playing the role of “critical mass”. We
denoted this threshold as success threshold since M(i, j) > α is expected to offer a more
likely successful ratio. Note that the successful integration of the two terms KTi and
KTj in a new research topic gets higher when raising the M(i, j) co-occurrence value.

2. A very high value of M(i, j) generally indicates that the link between the two terms
KTi and KTj is strong as the two terms were often encountered together in the same
document. This situation may derive from an intensively studied term connection,
suggesting that including the two terms in the newly framed research topic might
likely be a lesser source of novelty. Thus, selecting terms that have a co-occurrence
higher than threshold β may result in a research theme with small novelty. We named
β as the novelty threshold, where M(i, j) < β may provide an acceptable novelty.
Note that the potential novelty induced by the two terms KTi and KTj inside a new
research topic is continuously decreasing for M(i, j) over the [0; 1] interval contrary
to the success ratio that is continuously increasing over the same interval.

3.2. Double-Threshold Method

We argue that in the co-occurrence matrix for selected terms only the elements M′(i, j)
belonging to the interval [α; β] must be retained, where α is the indicator for the expected
success rate of a research theme and β is the novelty threshold. Table 1 summarizes
the procedure to identify feasible research gaps based on the double-threshold method
using the co-occurrence matrix for the selected context terms and the key term. For
β < M(i, j) ≤ 1, the research gap is valueless since its novelty prospects are reduced,
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while for 0 ≤ M(i, j) < α, the research gap cannot be likely tackled using existing theories,
materials, and methods.

Table 1. Double-threshold approach for identifying feasible research gaps.

0 ≤ M(i, j) < α α ≤ M(i, j) ≤ β β < M(i, j) ≤ 1

Succes low high high

Novelty high high low

Research Gap Type Unfeasible Feasible None

Term co-occurrences are corpus-dependant. For example, a document corpus that char-
acterizes a broader scientific domain offers lower M(i, j) co-occurrence values for the same
pairs of key terms KTi and KTj. Consequently, the selection of the novelty and success
thresholds needs to be a result of an exploratory corpus analysis.

3.2.1. Success and Novelty Thresholds Selection

Given a statistically significant document corpus of size N , the novelty and success
threshold values can be found using the following three-step procedure:

I. Extract the key term topics from the document corpus using appropriate NLP topic
modeling techniques, and then identify the most relevant p key terms within each
of the r topics.

II. Compute all r × p × (p − 1)/2 co-occurrences between the most relevant p key
terms within each of the r topics. These co-occurrences, denoted byM(i, j), are
calculated in the same way as M(i, j), i.e., the number of documents in which
both key terms KTi and KTj occur, normalized by the total number of documents
in the considered corpus.

III. Select the success threshold α and the novelty threshold β by trimming the ends
of theM(i, j) distribution.

To identify a suitable procedure to select the two thresholds, we analyzed the probability
distribution of the M values within the considered statistically significant document corpus
of sizeN . We found that the terms co-occurrenceM(i, j) values have two important properties:
(i) considering the way they are computed, M(i, j) may take only particular values inside
[0, 1] interval, namely multiples of 1/N ; (ii) their distribution is heavily skewed to zero, with no
negative values and few observations deviating far from zero. Thus, we can model the distribution
of the term co-occurrencesM(i, j) as an exponential-like distribution, where α and β act as two
thresholds producing a two-sided trimmed exponential distribution (Figure 1). Neglecting the null
values ofM(i, j), we may select α and β such that each of the thresholds filters out approximately
10–30% of theM values, a practical selection being α = Q1 and β = Q3, with Q1 and Q3 being
the first and third quartiles.

Using the success and novelty thresholds, we retain only the M(i, j) values inside
the interval [α, β], which are considered in the acceptance range.

It is noteworthy to mention that our double-threshold approach can be tailored to cope
with the researcher’s risk profile. For this, similar to the definition of financial risk tolerance [19],
we could define research risk tolerance as being the maximum amount of uncertainty that a re-
searcher is willing to accept when framing a new research theme. According to the researcher’s
risk tolerance, we can classify research theme framing in three categories, each of them being
characterized by a chosen pair of success and novelty thresholds {α; β}:
1 Conservative framing—low research risk described by {αc; βc};
2 Moderate framing—median research risk described by {αm; βm};
3 Aggressive framing—high research risk described by {αa; βa}.

Here, the success threshold values hold αa < αm < αc, while the novelty threshold
values hold βa ≤ βm ≤ βc. All six threshold values must be selected using the third step
of the above thresholds selection procedure.
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Figure 1. Distribution of terms co-occurrence valuesM(i, j) in a corpus of size N .

4. Proposed Methodology

The methodology proposed to automatically recommend feasible research gaps ex-
tracted from a given scientific area described by a chosen set of key terms V is as follows:

1 Select a suitable document corpus D to identify the research gaps. For this, top-tier
journal or conference papers within the scientific domain that encapsulates the given
set of key terms V are suitable options.

2 Calculate the co-occurrence matrix corresponding to the set of key terms V to de-
scribe the weighted undirected graph G = (V , E , w). A recent subset of documents
from corpus D can be used, e.g., no older than two years for timely research gaps.

3 Apply the double threshold procedure described in Section 3 to drop all edges
from G = (V , E , w) for which M(i, j) lays outside the [α, β] interval. By this, a new
graph G′ = (V , E ′, w′), with the corresponding adjacency matrix M′, is obtained. In or-
der to derive the success threshold α and the novelty threshold β, the entire document
corpus D is used to obtain more statistically significant values.

4 Provide the list of feasible gap recommendations using the double-thresholded version
of the co-occurrence matrix M′ to extract all induced connected subgraphs [18] of order
s from G′, where s is the number of key terms considered to adequately depict a feasible
research gap.

To help rank the recommendations, for each feasible gap the mean co-occurrence value
µ (i.e., average co-occurrence for the induced connected subgraph of order s) is computed
using the following formula:

µ =
∑i<j M′(i, j)

0.5× s× (s− 1)
, (1)

where the summation includes only the co-occurrences M′(i, j) for the induced connected
subgraph edges that describe the feasible research gap, and the denominator is the number
of all possible edges within the subgraph. The higher this metric is, the higher the success
is and the lower the novelty.

At the end of this methodology, a set of feasible research gap proposals (i.e., sets of key
terms), ranked by corresponding the mean co-occurrence values, is offered to the user, and
the researcher is invited to drop all unrealistic gaps (such as gaps with no meaning) and
to select one based on his/her goals and expertise.
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5. Case Study

We evaluated the proposed methodology for research gap identification for the elec-
tronic design automation (EDA) scientific domain. Research in this area can be described
by a set of key terms V containing the following elements: ‘machine learning’, ‘energy
efficiency’, ‘internet of things’, ‘approximate computing’, ‘fault tolerant’, ‘biological neural
networks’, and ‘optimization problem’. Other similar sets can be found as well. Details
about each of the four steps of the methodology are presented next.

1 We selected IEEE Transactions on Computer-Aided Design of Integrated Circuits and Sys-
tems (TCAD), a top tier EDA journal, to build a suitable document corpus for our
methodology. After extracting journal paper metadata from the IEEEXplore database,
a compound abstract was produced for each journal paper by concatenating its title,
keywords, and abstract. All compound abstracts were transformed in sequences of rel-
evant terms (i.e., processed abstracts) by using the TagMe entity linking tool [20] with
the link-probability parameter set to 0.1.

2 We computed the co-occurrence matrix M corresponding to the set of seven key
terms V using the processed abstracts of TCAD papers from 2019 and 2020. Figure 2
presents the M matrix as a heatmap, while Figure 3 presents the corresponding graph
G as a chord diagram.

3 To apply the double threshold procedure described in Section 3, we first derived
the success threshold α and the novelty threshold β using the entire document corpus
D (i.e., TCAD papers from 2010 to 2020). For this, we performed a latent Dirichlet
allocation (LDA) topic modeling [21] for r = 4 topics, and selected the most rele-
vant p = 30 terms within each of the topics to obtain the M(i, j) co-occurrences.
The histogram of the M(i, j) co-occurrences and the selection of the α = 0.000317
and β = 0.003 thresholds according to the procedure described in Section 3.2.1 are
presented in Figure 4.
Using these threshold values we computed the double-thresholded version M′ of the co-
occurrence matrix. The matrix M′ is presented as a heatmap in Figure 5, while the cor-
responding graph G′ is depicted in Figure 6.

4 Assuming that a set of four key terms are appropriate to characterize a potential
research gap, we extracted the following list of feasible research gaps (i.e., all induced
connected subgraphs of order s = 4), ranked by their corresponding µ value:

(a) ‘machine learning’, ‘energy efficiency’, ‘internet of things’, ‘approximate com-
puting’; µ = 0.00174574.

(b) ‘machine learning’, ‘energy efficiency’, ‘internet of things’, ‘biological neural
networks’; µ = 0.00164017.

(c) ‘machine learning’, ‘energy efficiency’, ‘approximate computing’, ‘biological
neural networks’; µ = 0.0013756.

(d) ‘machine learning’, ‘energy efficiency’, ‘internet of things’, ‘optimization prob-
lem’; µ = 0.0012169.

(e) ‘machine learning’, ‘energy efficiency’, ‘approximate computing’, ‘optimization
problem’; µ = 0.0011639.

(f) ‘energy efficiency’, ‘internet of things’, ‘approximate computing’, ‘biological
neural networks’; µ = 0.00100549.

(g) ‘machine learning’, ‘internet of things’, ‘approximate computing’, ‘biological
neural networks’; µ = 0.00084652.

(h) ‘energy efficiency’, ‘internet of things’, ‘biological neural networks, ‘optimiza-
tion problem’; µ = 0.000740740.

(i) ‘energy efficiency’, ‘approximate computing’, ‘biological neural networks’,
‘optimization problem’; µ = 0.0006348836.

From these research gap recommendations, we selected two potential research topics,
and we offer their textual descriptions in Table 2.
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Figure 2. Heatmap visualization of the co-occurrence matrix M.

Figure 3. The original graph G of key terms.
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Table 2. Potential research topics in the EDA domain.

No. Feasible Research Gap Terms Research Theme Description µ

1.
KT1: machine learning

KT3: internet of things

KT4: approximate computing

KT6: biological neural networks

Biological neural network inspired

algorithms for approximate computing

in ML for IoT applications.

0.00084652

2.
KT1: machine learning

KT2: energy efficiency

KT3: internet of things

KT7: optimization problem

Design of integrated circuits for IoT

applications optimized for energy

efficiency by means of ML.

0.0012169
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If we consider the researcher risk categories described in the last paragraph of Section 3.2
(i.e., conservative framing {αc = 0.001; βc = 0.003}; moderate framing {αm = 0.0004; βm = 0.003};
aggressive framing {αa = 0.0001; βa = 0.003}) and the number of terms to characterize pos-
sible research gaps s ∈ {3, 4}, a sample of recommendations was produced, as presented
in Table 3.

Table 3. Research topic examples considering research risk.

No. Feasible Research Gap Terms Research Theme Description Scenario

1.
KT1: machine learning

KT2: energy efficiency

KT3: internet of things

Using ML for energy-efficient IoT. conservative

2.
KT1: machine learning

KT3: internet of things

KT4: approximate computing

KT6: biological neural networks

Biological neural network inspired

algorithms for approximate computing

in ML for IoT applications.

moderate

3.
KT1: machine learning

KT2: energy efficiency

KT3: internet of things

KT7: optimization problem

Design of integrated circuits for IoT

applications optimized for energy

efficiency by means of ML.

moderate

4.
KT1: machine learning

KT4: approximate computing

KT5: fault tolerant

KT7: optimization problem

Approximate computing for solving

optimization problems in fault

tolerant ML.

aggressive

5.
KT1: machine learning

KT2: energy efficiency

KT5: fault tolerant

KT6: biological neural networks

Biological neural network inspired

methods for fault tolerant and energy-

efficient ML.

aggressive

6. Conclusions

Identifying potential research gaps is a main step toward successful problem framing
and hence fruitful research achievements. This activity has become very cumbersome due
to the increase in the number of publications and published papers. Hence, automatic tools
are necessary to assist researchers to select their future research themes. Related techniques
can explore research trends by mapping scientific fields’ unexplored or insufficiently
investigated areas, but do not study potential connections across different domains and
trends, even though current research needs are often cross-disciplinary in nature.

This paper discusses a method for automated identification of feasible research gaps by
graph-theoretic analysis of the correlations between key terms (specific to the scientific domain
of interest), followed by a double-threshold procedure to discard the research gaps that are
difficult to study with the existing knowledge or may offer little novelty. The method extracts
the subgraphs for the less-frequent graph links to express research key terms that are likely
to be part of problem descriptions of expected novelty and likely success. A case study uses
the proposed method to find research gaps for the electronic design automation (EDA) domain.
Starting from a document corpus based on IEEE TCAD, the method extracted subgraphs for less-
frequent co-occurring keywords for different researcher risk profiles. The subgraphs were then
utilized for research gap description.

Future work will focus on extending the method by devising algorithms to automat-
ically select the parameters of the methods, such as the co-occurrence distributions, and
the two threshold values. We also plan to enhance our method by including a citation
analysis component and to use other publication corpora for EDA, as well as experiment
with different domains.
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