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Traian-Radu Ploscă 1,*, Christian-Daniel Curiac 2 and Daniel-Ioan Curiac 1,*

1 Department of Automation and Applied Informatics, Politehnica University of Timisoara, V. Parvan 2,
300223 Timisoara, Romania

2 Department of Computer and Information Technology, Politehnica University of Timisoara, V. Parvan 2,
300223 Timisoara, Romania; christian.curiac@cs.upt.ro

* Correspondence: traian.plosca@aut.upt.ro (T.-R.P.); daniel.curiac@aut.upt.ro (D.-I.C.)

Abstract: Sentiment analysis of domain-specific short messages (DSSMs) raises challenges due to
their peculiar nature, which can often include field-specific terminology, jargon, and abbreviations.
In this paper, we investigate the distinctive characteristics of user-generated content across multiple
domains, with DSSMs serving as the central point. With cross-domain models on the rise, we examine
the capability of the models to accurately interpret hidden meanings embedded in domain-specific
terminology. For our investigation, we utilize three different community platform datasets: a Jira
dataset for DSSMs as it contains particular vocabulary related to software engineering, a Twitter
dataset for domain-independent short messages (DISMs) because it holds everyday speech type of
language, and a Reddit dataset as an intermediary case. Through machine learning techniques, we
thus explore whether software engineering short messages exhibit notable differences compared
to regular messages. For this, we utilized the cross-domain knowledge transfer approach and
RoBERTa sentiment analysis technique to prove the existence of efficient models in addressing DSSMs
challenges across multiple domains. Our study reveals that DSSMs are semantically different from
DISMs due to F1 score differences generated by the models.

Keywords: sentiment analysis; short messages; cross-domain modeling; RoBERTa transformer

1. Introduction

Sentiment analysis is a branch of natural language processing (NLP) that is used for
classifying opinions. It is widely used in market research, feedback analysis, and election
and social media monitoring [1]. There are two lines of thinking when conducting sentiment
analysis: the machine learning-based approach and the lexical dictionary methodology [2].
Through machine learning, the process of training is flexible and can be adjusted according
to the task’s requirements, but it requires labeled data. The lexicon approach uses a pre-
defined list of words associated with sentiments; however, this procedure is not very
adaptable and requires a dictionary based on the task [3].

Studies such as [4–7] focus on how various emotions affect human performance. The
researchers stimulate artificial emotions in the participants to comprehend their effects.
Contrary to their work, our research focuses on investigating the emotional aspects of
communication in domain-specific short messages (DSSMs) and compares them to domain-
independent short messages (DISMs). To achieve this objective, we closely examine the
messages exchanged between professionals in the software engineering (SE) domain, with
the aim of gaining a deeper understanding of the emotions that underlie their interactions.

We have formulated the following research questions that we will investigate:
RQ1: Are DSSMs semantically distant from DISMs?
RQ2: Are sentiments expressed differently in each domain?
RQ3: Could cross-domain models accurately capture the meaning of DSSM terminology?
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We aim to compare DSSMs and DISMs by fine-tuning the Roberta transformer model,
which will allow us to evaluate sentiments accurately. To make the approach more reliable,
we plan to incorporate data from platforms that are known for their communication styles
and community dynamics. Furthermore, we will compare the performance of the various
models across single and multi-domains, aiming to determine which models perform best.

The rest of the paper is organized as follows. In Section 2, we will present an overview
of the related work in this field. In Section 3, we justify the datasets that were used and
also introduce the proposed methodology. Section 4 briefly describes various methods in
the sentiment analysis approach with a focus on the RoBERTa technique. Section 5 presents
discussions related to the obtained results. Finally, we conclude in Section 6.

2. Related Work

Different studies suggest that sentiment analysis tools may not produce reliable results
when applied to SE texts, primarily due to the lack of annotated datasets for training
such a tool [8]. SentiStrength-SE, a dictionary-based tool built on top of SentiStrength,
was developed to enhance sentiment analysis in textual contents of SE [9]. The tool’s
overall performance was evaluated using the F1 score, which measures the balance between
precision and recall. The results showed that the tool outperformed SentiStrength, achieving
an F1 score of 77.48% compared to SentiStrength’s 62.02%.

The experiments conducted in [10] show that the lexicon approach is effective on
domain-specific data. These lexicon-based tools utilize three emotional polarities: positivity,
negativity, and neutrality. Our goal is to identify and differentiate between DSSMs and
DISMs. We believe that a more nuanced approach would be beneficial, including emotions
such as joy, love, neutrality, surprise, anger, and fear. By doing so, we hope to gain a
deeper understanding of human interactions. In [11], the authors found that sentiments
and emotions including joy and love decrease the fixing time of a task, while negative
sentiments and emotions, in particular sadness and anger, increase the addressing time.
There is a correlation between the level of politeness in a comment of an issue and the
duration it takes to resolve that issue. Specifically, tickets with more polite comments tend
to be resolved in a shorter amount of time.

One potential solution to improve sentiment analysis in DSSMs is to use cross-domain
knowledge transfer by leveraging a dataset from a similar domain to the target domain [12].
By using transformer-based models such as BERT, RoBERTa, or XLNet; we aim to fine-
tune models that are capable of interpreting hidden meanings from the domain-specific
vocabulary. This type of approach is in line with other works that have adapted the
pre-trained BERT model to investigate sentiment analysis inside specific domains [13,14].

In their work, the authors of [15] utilized the pretrained BERT model and customized
it for the SE domain. They suggest that the performance of SE models improves because
the base BERT vocabulary tokens are substituted with tokens from the field they are trained
on. Specifically, half of the base words were replaced with domain-specific vocabulary.
Other works compared lexicon-based approaches, such as Stanford CoreNLP, SentiStrength,
SentiStrength-SE, SentiCR, and Senti4SD, with transformer models like BERT, RoBERTa,
XLNet, and ALBERT, which were trained on six different datasets in SE domain [16].
The findings indicate that transformer-based models show superior performance when
compared to all of the lexicon-based tools tested, as measured by the F1 score.

Another interesting approach is to examine the use of emoticons in DSSM. In this
context, a deep neural network that uses cross-domain techniques to analyze emoticons
used in SE texts, named SEntiMoji, was proposed [17]. It is built on top of DeepMoji, a
pretrained model that detects emotions in noisy labels, for instance, the emoticons found in
Twitter comments [18].

A comprehensive analysis of DSSMs and DISMs remains absent in the existing liter-
ature, with limited attention given to the field of SE. However, exploring DSSMs across
various areas could uncover valuable insights into semantics, communication patterns, and
practical applications beyond SE contexts.



Appl. Sci. 2024, 14, 2421 3 of 13

3. Methodology

To achieve our objectives, we have defined the following methodology:

3.1. Stage 1: Selection of a DSSM Scope

We chose SE for studying its DSSMs because it involves a specialized set of jargon,
terminology, abbreviations, and communication styles. Short messages within SE may in-
clude code comments, commit messages, ticket reports, and other forms of communication
exchange among professionals in the field.

3.2. Stage 2: Choosing the Right Datasets

We utilized the emotions dataset provided in [19] for studying DSSMs. This dataset
consists of labeled comments extracted from the Jira platform. Jira is an issue-tracking
system (ITS) that is used for software task tracking, ticketing systems, and project manage-
ment [20]. It is commonly used in Agile development with methodologies such as Scrum
or Kanban board.

To investigate DISMs, we expanded our scope beyond Jira and included the Twitter
dataset detailed in [21]. Twitter, currently named “X”, is a microblogging platform that
allows users to communicate by short messages of up to 280 characters [22]. The platform
facilitates one-way communication, where the users post content while their followers can
engage with the content through comments [23].

We opted to use a Reddit dataset [24] as a middle-ground option to explore both DSSMs
and DISMs. Reddit is an online discussion forum where users can create communities,
called subreddits, to discuss specific topics [25]. Each subreddit has its unique culture and
moderation policies, making them different from one another.

Reddit and Twitter have different features that make them unique. On Reddit, users
can follow specific subjects through subreddits, while on Twitter, users primarily follow
influencers [26]. On the other hand, Jira is a platform that is used for managing and creating
software products, and it hosts developer communities [27]. The level of communication
on these platforms also differs. Jira involves technical terminology, in which sprints and
Agile methodologies contribute to a specialized language that aids precise communication
within development teams. Twitter, with its character limit and fast-paced nature, demands
quick and impactful messages, which often leads to a preference for direct, casual, and
informal communication styles. Meanwhile, Reddit fosters in-depth discussions through
longer-form posts and comments that may vary depending on the specific subreddit
community [28]. Some discussions can point towards casual or humorous content, while
others maintain a more formal and professional atmosphere.

The Venn diagram shown in Figure 1 displays the semantic distribution of short
messages across these platforms. It highlights four intersection regions marked with
Roman numerals:

I The semantic intersection of Twitter and Jira datasets can create a blend of professional
and casual communication which can uncover trends and correlations among technical
events. It is important to note that a negative sentiment on Twitter may express sadness
or anger, whereas, on Jira, it can add valuable feedback and criticism.

II Jira and Reddit dataset messages can span various domains, resulting in a mix of
domain-specific vocabulary. It may also induce multi-domain topics, with more
complex terminology. For instance, the software development jargon could be mixed
with marketing or sales-related vocabulary.

III While Reddit and Twitter datasets tend to cater to different user dynamics and discus-
sion formats, some areas overlap in vocabulary. The language might be informal and
focused on news, entertainment, humor, travel, and food, but it may also reveal more
in-depth terminology for different topics.

IV The semantic intersection of the three datasets may showcase how the technical
jargon of Jira joins with social discussions of Twitter and in-depth debates of Reddit.



Appl. Sci. 2024, 14, 2421 4 of 13

Examining the intersection zone might reveal a better understanding of SE sentiments
in terms of transparency, optimism, seriousness, sarcasm, criticism, etc.

Twitter

Jira

Reddit

Figure 1. Semantic distribution of short messages.

3.3. Stage 3: Picking the Sentiment Analysis Algorithm That Best Fits Our Criteria

Sentiment analysis is a complex task, especially when it comes to DSSMs. We address
the challenge of selecting a tool that could accurately analyze sentiments in different fields
by means of machine learning. By comparing different sentiment analysis models, as
described in Section 4, we selected the RoBERTa transformer as the investigation tool.

3.4. Stage 4: Investigating Semantic Differences by Cross-Domain Means

Priya et al. [28] found that single-domain models perform better on their correspond-
ing domain, but they perform poorly on multi-domains. On the other hand, when it comes
to utilizing multi-domain datasets, multi-domain models show superior performance as
compared to single-domain models. We decided to compare the performances of multiple
models on single and multiple domains.

To extract data from the datasets, we utilized Python’s Pandas library for handling
CSV format. Single-domain data are defined as J (Jira), T (Twitter), and R (Reddit). To make
use of the multi-domain datasets, we combine single-domain data subsets and generate
the following sets: J + T (Jira + Twitter), T + R (Twitter + Reddit), J + R (Jira + Reddit), and
J + T + R (Jira + Twitter + Reddit).

Once we completed the extraction process, we had to refine the raw data. Both Jira and
Twitter datasets have seven basic labels of emotions, which are joy, love, surprise, neutral,
sadness, fear, and anger. On the other hand, the Reddit dataset has 28 labeled emotions.
To simplify it, we grouped the 28 different labels into an Ekman-style group [29], which
consists of six categories as mentioned earlier. This allowed us to better capture the full
spectrum of emotional expressions in the comments, including those that did not fit into
the initial categories. As fear and surprise data emotions are scarce, we have removed
them entirely. Having a severely imbalanced data collection, with some datasets being
more dominant than others, biased model predictions and inaccurate results may arise as
a consequence. To address the issue, we decided to sample all datasets uniformly. The
number of entries for each label was selected based on the Jira dataset’s maximum label
size. The collected data are described in Figures 2–4 as follows:

• Figure 2 represents the single-domain data distribution for cases J, T, and R; consisting
of 5 labels, each with their corresponding size.

• Figure 3 shows the two-domain data distribution for J + T, T + R, and J + R, with
5 labels equally divided between the two domains.

• Figure 4 illustrates a three-domain data distribution for J + T + R, including 5 labels,
where every third of the labels corresponds to each domain.
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Figure 2. Single-domain data distribution.
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Figure 3. Two-domain data distribution.
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Figure 4. Three-domain data distribution.

In the following step, the raw text is transformed into individual tokens using a
pre-existing tokenization method, namely RobertaTokenizer. Tokenization is a process of
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converting text into individual words (tokens), which can then be analyzed and processed
further. To specify the maximum number of tokens for encoding, we have first checked the
number of tokens per comment. Given that most comments contain fewer than 200 tokens,
we set the limit at 128 tokens.

For the training process, we initialized the “roberta-base” model and specified its layers
using PyTorch Lightning. We accomplished this by creating the LightningModule class. To
enable data forwarding, we redefined the class methods training_step, validation_step, and
test_step for our case. The final steps of the training process were concluded by configuring
the Adam optimizer and setting up training configurations such as batch size, number of
epochs, and learning rate.

Figure 5 illustrates that the transformer models were trained on 70% of the dataset, vali-
dated on 20%, and tested on 10% of the data for both self-domain and cross-domain scenarios.

Jira

Reddit

Twitter

70% for
model training

20% for
validation

10% for
testing

Fine-tuning models

1. Jira

2. Twitter

3. Reddit

4. J + T

5. T + R

6. J + R

7. J + T + R

TRANSFORMER

TRANSFORMER

TRANSFORMER

TRANSFORMER

TRANSFORMER

TRANSFORMER

TRANSFORMER

Testing datasets

1. Jira

2. Twitter

3. Reddit

4. J + T

5. T + R

6. J + R

7. J + T + R

cross domain self domain

Figure 5. Models and data distribution.

4. Sentiment Analysis Methods

We fitted various models to the Jira dataset to determine the most appropriate model
to be employed. Initially, we trained a basic transformer model, BERT, to obtain re-
sults. Following the training, we obtained an average F1 score whose success surpassed
SentiStrength-SE’s F1 score [9].

With the achieved results, we investigated deeper and searched for a better transformer
model. In [30], the authors discovered that, in terms of F1 score, RoBERTa performed the
best, closely followed by XLNet and DistilBERT. Considering those results, we compared
the performance of four different models: BERT, RoBERTa, XLNet, and ALBERT. We aimed
to gain a comprehensive understanding of the strengths and weaknesses of each of these
models, to make a decision on the most suitable one for our needs.

RoBERTa shares the architecture with BERT but differs in dynamic masking, next
sentence prediction, minibatches, and larger byte pair encoding. Furthermore, RoBERTa
was also trained on a larger dataset and for a longer period [31].

Unlike the previously presented architecture, XLNet uses autoregressive language
modeling (AR) and autoencoders (AE). To capture bidirectional contexts, AR introduces
permutation language modeling instead of dynamic masking. In this architecture, AE is
used to reconstruct the original data from a potentially corrupted input. Different from the
previously presented architecture, XLNet does not make use of segment embeddings [32].
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ALBERT, a lightweight variant of BERT, achieves model efficiency through cross-layer
parameter sharing and factorized embedding parameterization [33]. Those techniques can
reduce the size of the model and enable faster training without decreasing its performance.

While BERT, XLNet, ALBERT, and RoBERTa are all powerful transformer-based mod-
els, we evaluated their performance on the Jira dataset, with the results presented in Table 1
showing that RoBERTa performed slightly better. To further validate this conclusion, we
also compared our results from Table 1 with the ones presented in the articles [34,35], con-
cluding that RoBERTa outperforms the other models in terms of precision, recall, and F1-scores.
Due to its performance, we decided to use the “roberta-base” model for our experiments.

Table 1. BERT, RoBERTa, XLNet, and ALBERT results.

Model Metrics

BERT
Accuracy: 0.8704705057
F1 score: 0.8724603052

Loss: 1.291070104

RoBERTa
Accuracy: 0.9221942921
F1 score: 0.9234281278

Loss: 0.3483341634

XLNet
Accuracy: 0.9169938469
F1 score: 0.9174526834

Loss: 0.490663442

ALBERT
Accuracy: 0.9171428680
F1 score: 0.9157220125

Loss: 1.1986452341

RoBERTa Transformer

The robustly optimized BERT approach (RoBERTa) is a transformer-based model built
upon the BERT model. Based on the architecture illustrated in Figure 6, the prediction
process starts by feeding the input text into the tokenizer [31]. Each sequence starts with
the [CLS] token, which represents the special classification token. The input embedding,
denoted by E in the figure, refers to the initial transformation of input tokens into numerical
representations known as vector embeddings. These embeddings capture the semantic
meaning of each token.

The final hidden vector of the model begins with the final special [CLS] token, marked
with C in the figure. This token outputs the prediction after the normalization by the
softmax layer. The vector’s other elements are marked with T corresponding to the ith
input token, representing the output of the last transformer layer. This layer encapsulates
the token’s contextual representation from all surrounding tokens in the sequence [36].

RoBERTa

INPUT

PREDICTION

Figure 6. RoBERTa architecture.
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5. Experimental Results

In this section, we present the experimental setup, describe the used datasets, and
discuss the obtained results.

5.1. Experimental Environment

We fine-tuned the “roberta-base” models on the seven datasets represented in Figure 5
as part of our experiment. Each model was trained for fifteen epochs using early stopping
techniques with the patience of five epochs. The training process was carried out using
NVIDIA GeForce GTX 1650 Ti (Santa Clara, CA, USA). Table 2 presents the tools and
technologies that were utilized.

Table 2. Tools and technologies.

Environment Description

Model roberta-base

Transformer Hugging Face

Programming language & tools PyTorch, PyTorch Lightning, Anaconda
Distribution, Python 3.10

GPU NVIDIA GeForce GTX 1650 Ti

5.2. Datasets

The Jira comments dataset that we utilized [19] contains six emotions as follows: joy,
love, sadness, anger, fear, and surprise. In our study, we used Group 2 and Group 3 as
described in [19]. To fit our model, we excluded fear and surprise from the dataset as they
have insufficient data to be used in fine-tuning.

We used the Twitter dataset as detailed in [21]. The dataset includes six basic emotions:
joy, love, sadness, anger, fear, and surprise. However, to match the Jira dataset, we excluded
the emotions of fear and surprise.

The authors of [24] created a large dataset of comments taken from the Reddit platform.
This dataset was manually annotated, and each comment was labeled according to one of
28 distinct classes. We used Ekman grouping to classify the labels into basic categories to
align the dataset with Jira and Twitter datasets.

Table 3 shows the total number of labeled comments for each dataset and their corre-
sponding labels.

Table 3. Dataset specifications.

Dataset Labeled Comments Labels

Jira 5.6 K joy, love, surprise, neutral, sadness, anger, fear

Twitter 16 K joy, love, surprise, neutral, sadness, anger, fear

Reddit 58 K

admiration, amusement, anger, annoyance,
approval, caring, confusion, curiosity, desire,

disappointment, disapproval, disgust,
embarrassment, excitement, fear, gratitude, grief,

joy, love, nervousness, optimism, pride, realization,
relief, remorse, sadness, surprise, neutral

5.3. Discussions

Table 4 displays the outcomes of testing the RoBERTa models, trained on five classes
of sentiments, against each dataset. Table 5 is similar, but the models in this case were
trained on four sentiment classes. The performance is evaluated using the F1 score. Every
row represents the model’s evaluation on all datasets. Each column displays the dataset
evaluated on all models. The “Average” rows and columns symbolize the average F1 score
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on that particular row or column. A higher F1 score indicates a better-performing model.
We consider a low-performing model if its F1 score is below the score of SentiStrength-SE
(0.774), underlining the value in the tables. The highest performance achieved on each
column is represented in bold font.

Table 4. RoBERTa models with 5-class inference.

Model Evaluation on Test Sets: (F1 Score: Larger is Better) AverageJira Twitter Reddit J + T T + R J + R J + T + R

Jira 0.923 0.704 0.780 0.801 0.731 0.834 0.821 0.799
Twitter 0.662 0.931 0.771 0.832 0.869 0.726 0.808 0.799
Reddit 0.704 0.789 0.863 0.757 0.816 0.833 0.804 0.795
J + T 0.918 0.921 0.788 0.924 0.858 0.843 0.883 0.876
T + R 0.742 0.918 0.842 0.868 0.909 0.804 0.871 0.850
J + R 0.899 0.753 0.816 0.813 0.797 0.871 0.819 0.824

J + T + R 0.887 0.901 0.833 0.911 0.905 0.863 0.886 0.883

Average 0.819 0.845 0.813 0.844 0.841 0.825 0.842

Table 5. RoBERTa models with 4-class inference.

Model Evaluation on Test Sets: (F1 Score: Larger is Better) AverageJira Twitter Reddit J + T T + R J + R J + T + R

Jira 0.862 0.714 0.765 0.788 0.649 0.801 0.779 0.765
Twitter 0.759 0.916 0.782 0.802 0.840 0.683 0.780 0.795
Reddit 0.739 0.756 0.835 0.708 0.818 0.799 0.767 0.775
J + T 0.844 0.898 0.775 0.916 0.832 0.818 0.846 0.847
T + R 0.764 0.884 0.832 0.794 0.902 0.800 0.839 0.831
J + R 0.832 0.749 0.821 0.797 0.782 0.862 0.822 0.809

J + T + R 0.854 0.868 0.818 0.894 0.885 0.851 0.901 0.867

Average 0.808 0.826 0.804 0.814 0.815 0.802 0.819

By investigating the results presented in Tables 4 and 5, the following observations are
worth mentioning:

(1) Models struggle to predict well in the SE domain, possibly due to differences
in technical language and content. Based on the table columns, it is evident that Jira
and Reddit datasets show the poorest performance. The Reddit dataset is extensive and
has numerous labels. Despite using the Ekman grouping method, we can assume that
the diverse data can impact the training of models. Upon analyzing the averages of both
columns and rows, it is clear that the Reddit dataset performed the worst. It should be noted
that although Reddit had the lowest performance, the Jira dataset produced results that
were nearly as poor. This could be because technical communications between software
engineers often include industry-specific terminology and jargon, which is not typically
present in general conversation or news articles. As a result, the base models, which are
trained on more general data, may struggle to accurately interpret these technical messages.
On the other hand, Twitter-based models achieved the best performance, maybe due to
their common data insight.

(2) Single-domain DSSM models, tested on general datasets, showed an expected
decrease in performance, but the performance can be significantly improved if the
model is trained with data from DISMs. By incorporating a variety of data from different
domains, multi-domain datasets can integrate numerous models. For example, combin-
ing a rigorous domain dataset with a common domain dataset creates a model familiar
with more challenging data, improving the performance over multi-domains. When ex-
amining the J + T row, we observe that by merging technical messages from Jira with
day-to-day messages from Twitter, we built a model that is nearly as effective as the three-
domain model.
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(3) Multi-domain models have a higher average F1 score than single-domain models,
indicating a better performance. Based on the table, the three-domain model has the
highest F1 score: 0.883 in Table 4 and 0.867 in Table 5. Moreover, all the multi-domain
models achieved an average F1 score over 0.800, whereas the single-domain models scored
below 0.800 on average. This is because cross-domain models were trained on data from
multiple datasets, while single-domain models were fine-tuned only on their specific
data collection. As a consequence, single-domain models were surpassed by multi-domain
models due to decreased performance on unfamiliar domains, despite having high accuracy
on self-domains.

(4) Multi-domain models are less efficient than single-domain models when evalu-
ated on single-domain datasets. Cross-domain models, which are trained on data from
multiple domains, might be less efficient when evaluated on single-domain datasets com-
pared to models specifically trained on those individual domains. The reason behind this
is that multi-domain models handle a wide range of data, with various linguistic styles,
terminologies, or contextual nuances. This diversity is beneficial across different domains
but may result in reduced performance when focused on a particular area. On the other
hand, single-domain models are fine-tuned specifically for a narrow domain, which can
make them yield better results when applied to datasets from that specific domain.

(5) Labels that do not fit in the dataset can affect the performance of the models.
When comparing Tables 4 and 5, it can be observed that all scores in Table 5 are lower.
The reason behind this is that certain data were labeled as neutral because they cannot be
classified under a specific emotion. While having a label that can fit anywhere can improve
the model’s performance, it can also potentially degrade the quality of the data it was
trained on.

Using flexible labels can improve a model’s ability to handle noisy data that may
not strictly adhere to predefined categories or labels [37]. However, if the labels are too
broad or vague, it can induce ambiguity and the transformer model might struggle to learn
meaningful patterns. This may result in poor performance. Ultimately, by performing data
cleaning and preprocessing, we can ensure that the model receives high-quality training
data, thus preventing potential issues related to overly flexible labels [38].

5.4. Research Questions

Based on the mentioned results, we provide the answers to the research questions:
RQ1: Are DSSMs semantically distant from DISMs?
In order to answer this question, we need to refer to Tables 4 and 5. The DSSMs

are representative of the Jira single-domain model, while the DISMs are representative
of the Twitter single-domain model. The Reddit self-domain model falls somewhere in
between. Looking at the F1 scores, we can see that whenever the Jira model performed
the best, the Twitter model performed the worst and vice versa. Meanwhile, the Reddit
model consistently performed at a moderate level. This means that a particular sentiment is
expressed differently across different domains, making it seem distant from each other. In
our example, Twitter’s casual and informal messages contain domain-independent words
to describe emotions like love, joy, surprise, sadness, fear, or anger. On the other hand, the
SE field utilizes entirely different syntaxes to express the same emotions. After considering
these factors, we deduce that DSSMs and DISMs are semantically distant from each other.

RQ2: Are sentiments expressed differently in each domain?
In the Twitter dataset, a negative comment will generally express a disagreement

between the users. However, in the Jira dataset, such comments could be a form of criticism
or feedback within a team. While negative sentiments in the first case can lead to conflicts,
in a community of software engineers the sentiments can indicate growth within the team.
It is worth mentioning that negative sentiments could be more valuable than positive ones
in SE communication. The sentiments might not be expressed differently in all domains as
evidenced by the Reddit dataset, which was found to be similar in sentiment expression to
both Jira and Twitter.
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RQ3: Could cross-domain models accurately capture the meaning of DSSM terminology?
Our experiment has concluded that cross-domain models outperform single-domain

models in terms of average F1 score. Therefore, we may state that cross-domain models are
able to successfully capture the meaning of DSSM terminology.

6. Conclusions

Our investigation using Jira, Twitter, and Reddit short messages has demonstrated that
the user-generated DSSMs are different in terms of lexicon, vocabulary, and terminology,
from DISMs. We were able to determine this by using sentiment analysis in a cross-domain
environment and relying on the RoBERTa model as the backbone of our methodology.
Based on the experimental results, we can observe that while different domains share
a common lexicon, they also have unique characteristics specific to each domain. Jira
messages, which are typically used by professionals, tend to be more complex and use
specific terminology, while Twitter messages are often brief and to the point, with a focus
on common vocabulary. Reddit messages fall somewhere in between: they contain various
communities with messages from different levels of specificity and independence.

By recognizing the distinct emotional needs and preferences of users in different
contexts, researchers, teams, or applications can benefit by meeting user expectations,
enhancing satisfaction, or tailoring better features. It can also facilitate cross-communication
and collaboration. By understanding how emotions vary, individuals and organizations
can adapt their interactions to effectively engage in diverse fields.

In the future, we aim to adjust the models to recognize emoticons within messages. By
integrating emoticon recognition capabilities, we anticipate improving the accuracy and
performance of sentiment analysis models within DSSMs. Additionally, we may use more
advanced models like GPT-4 or T5 to obtain more precise insights.
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