Abstract—As the security vulnerabilities of Controller Area Networks (CAN) become well known, heavy-duty vehicles implementing the SAE J1939 specification layer on this bus are immediate targets. Recently released standards provide clear cybersecurity requirements, but the exact methods to be implemented are not specified and remain up to the manufacturers. In this work we address adversary actions and countermeasures at the control system level for a heavy-duty vehicle J1939 CAN bus. This low level approach allows us to complement regular attacks with more knowledgeable attacks that may evade detection and discuss realistic countermeasures. Indeed, as we also show by experiments, traditional approaches based on machine learning algorithms will largely fail to detect such attacks. We present experiments based on a model that links between the Simulink environment, an extension of the MATLAB platform for the simulation of in-vehicle control systems, with the CANoe environment, which facilitates the simulation of in-vehicle networks.
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I. INTRODUCTION AND MOTIVATION

The transportation infrastructure is continuously spreading with the over increasing demand for passengers to commute and for goods to be delivered. In this context, heavy-duty vehicles, sometimes also referred as commercial vehicles, like tractors, trailers or buses, play a key role. On highways, there are millions of heavy-duty vehicles traveling daily for hundreds of kilometers and thus it is essential to continuously improve their safety. The last decade brought several enhanced driver assisting technologies, like automatic emergency braking, lane departure warning, blind-spot detection, etc. An immediate target is to enable vehicles to travel autonomously, without any human intervention, which is of specific importance in case of heavy-duty vehicles due to the much longer distances they travel. In order to achieve all these capabilities, vehicles become complex cyber-physical systems equipped with dozens of ECUs (Electronic Control Units) running millions lines of code, using multiple sensors, actuators, cameras and radars.

Unfortunately, the very same scenario, turns vehicles into potential targets for well-motivated adversaries that can easily exploit existing security vulnerabilities. This has been proved by a strong body of research performed in the past decade. The first such reports from [1], [2] and [3] provide an extensive experimental analysis of attack surfaces and adversary capabilities inside vehicles. These attacks can be performed by an adversary that connects to the bus, e.g., via the OBD port [4], or compromises an existing unit, e.g., the telematics unit [5]. Some recent attacks were also done from remote. For example, a remote attack based on the exploitation of the web browser from a TESLA car was demonstrated in [6] and the authors from [7] managed to remotely compromise several safety critical ECUs from TESLA cars by exploiting the over-the-air (OTA) software update process. Regardless of the entry point, one of the main cause for the reported attacks is the insecurity of the CAN bus which was designed by BOSCH in the 80s without security specifications [8]. Security requirements were standardized only much more recently in the automotive industry, e.g., the ISO/SAE 21434 specifications [9].

The SAE J1939 standard, developed since the mid 90s, complements the standard CAN bus protocol by adding specific features, to which we will refer later, and targets the CAN communication inside heavy-duty vehicles. Besides several J1939 protocol specific features (like address claims and multiframe transmissions), the standard also clarifies part of the frame content. While the standard is intended for the car and heavy-duty truck industry, this also makes it easier for the research community to design intrusion detection systems that are not content agnostic and account for the actual physical significance of the data carried by each frame. Indeed, most of the existing in-vehicle IDS proposals, which we discuss in the related work section, are content agnostic and one of the reasons is the fact that the content of the traffic in known only to the manufacturer (although it can be understood by proper reverse engineering as shown by some recent works [10], [11]). We depict the concrete J1939 network architecture that we address in Figure 1. The network includes two CAN buses, one of them, having six ECUs, is responsible for powertrain functions and the other is the Fleet Management System (FMS) which has one gateway ECU (more details...
about this network architecture will be discussed later). As expected, the J1939 specifications do not include security elements either. There are only some recent research proposal for securing J1939 buses which we discuss in the related work section. However, none of the existing works for securing the J1939 bus are addressing specific details at the control system level. Needless to say, these fine grain details can be exploited by adversaries and require distinct attention. Moreover, there are many recent proposals for deploying in-vehicle intrusion detection systems (IDS), which will be accounted in the related work section, but they come with three additional problems. Firstly, they require increased computation costs and memory, especially when relying on more demanding machine learning (ML) algorithms, as we show in the experimental section. Secondly, and perhaps a much more important aspect that is neglected by related works, it is nearly impossible to provide a dataset that covers all the states of a vehicle. Needless to say, a car is on road for years and travels several hundred thousand miles while the training datasets usually capture a few minutes, maybe hours or so, of runtime. Thirdly, small variations in the transmitted data may easily go undetected by the intrusion detection system. As a practical example, Figure 2 shows a surge attack in the left and a geometric attack on the right, such attacks were commonly accounted in control systems [12]. It is understandable that if the training was performed on data before the surge attack occurred, this attack will go unrecognized by a signature-based IDS. While for the geometric attack, the changes are initially very small and increase at a latter point which may evade detection by an anomaly-based IDS. Finally, by exploiting minute changes in the signals and the appropriate control system model, as discussed in this work, the detection mechanism requires only simple computations related to a change detection, e.g., a cumulative sum (CUSUM) which is a well-known sequential analysis technique. Because of the simplicity of such computations, the IDS can be easily integrated on existing microcontrollers (including low-end ones, such as the NXP S12 which we use in our experiments) and the IDS can actively block intrusion frames, if it is present on each microcontroller. This turns the proposed IDS into an intrusion prevention system since it can actively block the adversarial interventions. This approach complies with the recent specifications for IDS deployment from the AUTOSAR standard [13].

In the light of the above, the contributions of our work are threefold:

1) we develop an experimental setup which connects between CANoe, the industry leading software for simulating in-vehicle buses, and Simulink, the leading environment for the design of control systems,
2) we analyze attacks at the control system level, on various signals (vehicle speed, trip distance, engine speed, torque) that circulate on the bus of a J1939 heavy-duty vehicle and remain stealthy, being hard or impossible to detect by traditional intrusion detection systems and discuss the appropriate countermeasures,
3) we present concrete experimental results on both low-end (Freescale S12X) and high-end (Infineon TC series) microcontrollers, to prove that the solution can be deployed in real-world automotive scenarios.

Our work is organized as follows. In Section II we provide an overview of related works. Section III provides some background on CAN buses, relevant details of the SAE J1939 standard and some details on the CANoe-Simulink integration. In Section IV we present an overview of the J1939 CAN bus simulation, show the details for the control systems in Simulink and introduce the adversary model. Section V presents the experimental results with the attacks and countermeasures. Section VI holds the conclusions of our work.

II. RELATED WORKS

A comprehensive image of the recent technological challenges for automotive embedded systems, including standards, methodologies, hardware and software solutions, network architectures, functional safety and security design strategies is presented in [20]. Some vulnerabilities of in-vehicle networks, attack strategies and countermeasures are also summarized in [15]. Various practical attacks and defense mechanisms were proposed in the past decade but the attention was concentrated mostly on passenger cars, not on heavy-duty vehicles. Only a small number of recent works started to address the security of heavy-duty vehicles compliant with the SAE J1939 standard. The vulnerabilities of the SAE J1939 specific features were examined and an authentication protocol was proposed in [16]. The authors from [17] describe a DoS (Denial of Service) attack focused on the J1939 specific transport protocols used for multipacket transmissions. The authors in [18] showed that injection and replay attacks on J1939 CAN buses inside commercial vehicles can have serious consequences. Harihan et al. [19] offer a verification and validation framework that relies on a security testing mechanism tailored for J1939 heavy-duty vehicle buses.

In what follows, we describe the recently proposed countermeasures as a response for the aforementioned attacks. The encryption of the J1939 diagnostic traffic was examined in [21]. Some steps were also done towards the deployment of intrusion detection systems on J1939. A machine learning based approach was proposed in [21] in order to detect DoS and fuzzing attacks and a precedence graph-based approach was evaluated in [22] for anomaly detection. Recently, a two-stage intrusion detection mechanism for J1939 was proposed in [23]. The first stage is responsible for checking the legitimacy of the encrypted addresses (source and destination) from the CAN ID while the second stage detects single bit changes of the
datafield by proper range checks. The detection of adversarial manipulations is facilitated by the avalanche effect of block ciphers as the datafields of CAN frames are encrypted. Another recent approach relies on both timing and data analysis in order to detect spoofing and masquerade attacks in J1939 and NMEA2000 networks [24]. The mechanism is able to detect manipulation attacks, i.e., single bit flips, by inspecting anomalous changes in the electric potential during a transition from a dominant to a passive state. However, none of the previous works on J1939 security accounts for the control system level, which is the main objective of our work.

Outside the J1939 context, there is a large number of works that are addressing the deployment of intrusion detection mechanisms on classical CAN. Issues related to attack surfaces, target attacks, strategies, costs and real-time constraints, methods for implementing IDS and challenges are surveyed in [25]. A clock offset based algorithm for attacker identification in CAN networks is discussed in [26]. The use of clock skews has been originally proposed in [27]. The use of neural networks for intrusion detection was explored in [28] and [29]. Convolutional neural networks with long and short-term memory (LSTM) were proposed in [30] while LSTM autoencoders were investigated in [31]. Traditional machine learning algorithms were also used, e.g., k-Nearest Neighbor (k-NN) was analyzed in [32], support vector machine classifiers (SVM) in [32], [33] and [34] while decision trees were examined in [35]. A hybrid IDS based on discrete wavelet transform and SVM is suggested in [36]. Other lines of work use finite-state automatons [37], Hidden Markov Models [38] or entropy characteristics [39], [40]. The use of the time interval between remote frames and response data frames for detecting malicious activity is investigated in [41]. The work in [41] uses the deviation from the periodicity of the frames.

Most of the previous proposals for in-vehicle IDS are content-agnostic. However, as pointed out by many recent works on cyber-physical systems security, these methods may be quite ineffective. For example, it is clearly stated by the authors from [42] that, in case of cyber-physical systems (which include the automotive domain), intrusion detection systems that do not use domain-specific knowledge will perform poorly. And, as acknowledged by the authors, the work in [43] has already proved that data with high variability makes it impossible to deliver high detection rates and low positive rates at the same time. This makes it clear that content-agnostic approaches have limitations and should be used only when specific information is not available. While this is the case in many applications, fortunately, in-vehicle control systems do have a well-understood physical behavior that can be used for a finer-grain detection of adversarial manipulations.

As we later show in the experimental results, traditional machine learning approaches, like k-nearest neighbors (k-NN), decision trees classifier (DTC) and the random forest classifier (RFC), fail to detect the attacks that we analyze (the results are summarized in Table [III]). Also, simple metrics like the Hamming distance would be ineffective. For example, in case of a surge attack, a Hamming distance equal to just 1 will cause exponential variation depending on the bit which is affected, e.g., the most significant bit. Historically speaking, the Hamming distance was always effectively used for error detection and correction, but in case of intrusion detection it is generally used only if a more effective domain-specific metric is unknown [44]. Keeping in mind that physical processes have monotonic variations, using state predictors and checking cumulative sums of the recorded errors, i.e., CUSUM, is likely more effective. This kind of approach is commonly used for detecting intrusions in cyber-physical systems [45], [46].

III. BACKGROUND

In this section we discuss the CAN background and the SAE J1939 standard specific features. Then we proceed to a presentation of the CANoe environment and its integration with the Simulink environment.

A. CAN bus description

The effectiveness and simplicity of the classical Controller Area Network (CAN) bus has been proven by more than three decades of use, during which it remained the most employed solution for internal communication inside vehicles. Newer extensions of the CAN protocol, i.e., the CAN with Flexible Data Rate (CAN-FD) and more recently, the CAN Extra Long (CAN-XL), set the room for future uses of the CAN protocol, at least for the decade that follows. The CAN protocol supports transmission rates of up to 1 Mbit/s when high-speed CAN is employed. Enhanced speed performance and payload can be accomplished by using the CAN-FD or the CAN-XL protocol. CAN-FD supports speeds from 2 to 5 Mbit/s and up to 64 data bytes, while CAN-XL enables transmissions at 10 Mbit/s and payloads up to 2048 bytes.

As we depict in Figure 3 each microcontroller or interface is connected to the bus via two wires (CAN-High and CAN-Low) terminated by 120 Ohm resistors. Bus communication is mediated by the CAN data frames which are broadcast by each CAN node. The extended CAN data frame format is presented in Figure 2. The start of a CAN frame is indicated by a dominant start-of-frame bit (SOF). Each CAN frame has an 11 bit ID (identifier) in case of the standard format or a 29 bit ID in case of the extended format. In addition to the role of uniquely identifying a CAN message, the CAN ID also ensures the bus arbitration mechanism, i.e., if multiple nodes try to occupy the bus at the same time, the node which transmits the lowest valued ID wins the arbitration. Only nodes interested for certain CAN IDs take into account the signals that are packed inside the CAN frame. The control field specifies the amount of data (0-8 bytes) that will be packed inside the data field. An error detecting code, i.e, a 15 bit Cyclic Redundancy Check (CRC), is computed over the frame content in order to verify data correctness and protect communication in case of accidental alterations, e.g., errors inflicted by noise, of the frame content. Each node that correctly receives a frame confirms this by writing a 0 in the ACK slot, which remains otherwise set to 1. The end of the CAN message is marked by a recessive EOF bit.
The parameter marked with bold text, corresponding to the wheel-based vehicle speed, will be used in our experimental evaluation.

### Table I

<table>
<thead>
<tr>
<th>No.</th>
<th>Start position</th>
<th>Length</th>
<th>J1939 signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Byte 1 - bit 1</td>
<td>2 bits</td>
<td>Two Speed Axle Switch</td>
</tr>
<tr>
<td>2.</td>
<td>Byte 1 - bit 3</td>
<td>2 bits</td>
<td>Parking Brake Switch</td>
</tr>
<tr>
<td>3.</td>
<td>Byte 1 - bit 5</td>
<td>2 bits</td>
<td>Cruise Control Pause Switch</td>
</tr>
<tr>
<td>4.</td>
<td>Byte 1 - bit 7</td>
<td>2 bits</td>
<td>Park Brake Release Inhibit Request</td>
</tr>
<tr>
<td>5.</td>
<td>Byte 2 - bit 1</td>
<td>16 bits</td>
<td>Wheel-Based Vehicle Speed</td>
</tr>
<tr>
<td>6.</td>
<td>Byte 4 - bit 1</td>
<td>2 bits</td>
<td>Cruise Control Active</td>
</tr>
<tr>
<td>7.</td>
<td>Byte 4 - bit 3</td>
<td>2 bits</td>
<td>Cruise Control Enable Switch</td>
</tr>
<tr>
<td>8.</td>
<td>Byte 4 - bit 5</td>
<td>2 bits</td>
<td>Brake Switch</td>
</tr>
<tr>
<td>9.</td>
<td>Byte 4 - bit 7</td>
<td>2 bits</td>
<td>Clutch Switch</td>
</tr>
<tr>
<td>10.</td>
<td>Byte 5 - bit 1</td>
<td>2 bits</td>
<td>Cruise Control Set Switch</td>
</tr>
<tr>
<td>11.</td>
<td>Byte 5 - bit 3</td>
<td>2 bits</td>
<td>Cruise Control Coast (Decelerate) Switch</td>
</tr>
<tr>
<td>12.</td>
<td>Byte 5 - bit 5</td>
<td>2 bits</td>
<td>Cruise Control Resume Switch</td>
</tr>
<tr>
<td>13.</td>
<td>Byte 5 - bit 7</td>
<td>2 bits</td>
<td>Cruise Control Accelerate Switch</td>
</tr>
<tr>
<td>14.</td>
<td>Byte 6 - bit 1</td>
<td>8 bits</td>
<td>Cruise Control Set Speed</td>
</tr>
<tr>
<td>15.</td>
<td>Byte 7 - bit 1</td>
<td>5 bits</td>
<td>PTO Governor State</td>
</tr>
<tr>
<td>16.</td>
<td>Byte 7 - bit 6</td>
<td>3 bits</td>
<td>Cruise Control States</td>
</tr>
<tr>
<td>17.</td>
<td>Byte 8 - bit 1</td>
<td>2 bits</td>
<td>Engine Idle Increment Switch</td>
</tr>
<tr>
<td>18.</td>
<td>Byte 8 - bit 3</td>
<td>2 bits</td>
<td>Engine Idle Decrement Switch</td>
</tr>
<tr>
<td>19.</td>
<td>Byte 8 - bit 5</td>
<td>2 bits</td>
<td>Engine Diagnostic Test Mode Switch</td>
</tr>
<tr>
<td>20.</td>
<td>Byte 8 - bit 7</td>
<td>2 bits</td>
<td>Engine Shutdown Override Switch</td>
</tr>
</tbody>
</table>

## B. SAE J1939 features

The J1939 standard collection was released by the Society of Automotive Engineers (SAE) and is dedicated to a specific sector from the automotive industry, i.e., commercial vehicles which includes various industry groups, varying from agricultural (tractors) and construction equipment (mobile cranes, trucks) or on-highway equipment (highway cabs) to marine (yacht, boats) or industrial processes. Concretely, SAE J1939 defines a full communication stack on top of the CAN protocol by adding the data link and network upper layers. The specifications inside the SAE J1939-71 document are relevant for the proposed IDS since they outline specifics related to in-vehicle frames which can be also used for a better design of an IDS. This is not the case with regular passenger vehicles where there are no such specifications.

A specific choice in the J1939 specification is the use of extended CAN IDs that have 29 bits in length (regular identifiers have only 11 bits). Another one accounts for the employment of specific transport protocols that enables payloads of up to 1785 bytes through multi-frame transmissions. The J1939-71 document describes the signals that are enclosed by the standardized J1939 frames. Please note that sometimes the terms parameter and signal are used interchangeably in the J1939-71 standard (as well as in many other automotive specifications) referring to the data packed inside the CAN frame that corresponds to a specific variable, e.g., vehicles speed, brake switch, cruise control status, etc. Another aspect of J1939 networks is the integration of source and destination addresses into CAN IDs, each address having the role of identifying a node from the network.

A supplemental material for the J1939-71 document is the J1939 Digital Annex [48] which presents the signals packed inside J1939 messages in an easier form. An example of signal layout inside a J1939 frame is presented in Table 1 for ID 0x18FEF100 which is further used in our experiments. The second column specifies the start position of the parameter inside the payload at byte level and for each byte it mentions the bit position. The third column indicates the parameter length in bits and the last column describes the meaning of the parameter. The parameter marked with bold text, corresponding to the wheel-based vehicle speed, will be used in our experimental evaluation.

## C. CANoe-Simulink integration

CANoe is a market-leading development environment for the design, real-time simulation and testing of in-vehicle buses. It also provides integration with other industry standard tools like Simulink which is a MATLAB-based environment that can be used for simulating dynamical systems (such as in-vehicle control systems).

A common CANoe simulation setup is suggested in Figure 5. A simulated bus in the CANoe environment is depicted on the right side. This bus is compatible with hardware devices developed by Vector which are used for transmitting CAN frames on the actual physical bus from the left side. In this example the simulation has three CAN nodes. Different software layers are employed in order to describe the behavior of a CAN node. On the upper side is the application layer that interacts with the bus signals or with the values provided by several sensors or actuators, which can be retrieved as inputs from the graphical interface. For the application layer, the CANoe environment uses code written in CAPL (Communication Access Programming Language). CAPL is an event-controlled programming language having a slightly similar syntax with the C language and complemented by various specific functions that react to the real-time CAN communication events, e.g., reception of a CAN frame. In our setup, we use the CAPL code to mimic a real-world adversary that injects the malicious frames on the CAN bus. The interaction with the CAN parameters and frames or with sensor measurements is facilitated by the use of a CAN database. Furthermore, the CANoe environment supports the extension or even the complete replacement of the CAPL application layer with the Simulink models (a feature which we actually used in this work).

The connection between the application layer and the physical layer is handled by the following three layers: the interaction layer (IL), the network management layer (NM) and the transport protocol layer (TP). The IL assures the connection between the application layer and the low level
drivers. The proper operation of a CAN network is enabled by the NM layer which performs several actions for bus management. The TP manages the organization of the data link layer. There are some circumstances when data larger than 8 bytes (which is the maximum limit for standard CAN) need to be transmitted over CAN and cannot be packed into a single CAN frame, e.g., in case of diagnostic buffers, multi-frame messages, etc. The TP is responsible for splitting the data into several frames and re-packing the data on the receiver side.

The interaction between Simulink and CANoe at run-time can be achieved in three different ways as depicted in Figure 6. The first one, shown in Figure 6 (i), is the offline mode in which the simulation is executed inside the Simulink environment which acts as the lead system while the CANoe environment is managed as a secondary system. The offline mode uses the simulation time-base controlled by Simulink and is mostly used for debugging purposes. In this mode, a real-time simulation cannot be run and the interaction with hardware devices is not available. In synchronized mode, which is shown in Figure 6 (ii), similar to the offline mode, the Simulink environment is the host for the simulation. The difference from the previous mode is that the time-base for the simulation is now taken from the CANoe environment. Consequently, the simulation happens in real-time and the opportunity for communication with Vector hardware devices is also available. Last but not least, the hardware-in-the-loop mode, depicted in Figure 6 (iii), operates differently from the two aforementioned modes. In this setting, the CANoe environment is the host for the simulation while the Simulink models are integrated inside CANoe simulation through DLLs (Dynamic Link Libraries) built from the C Code generated by the Simulink Coder. In this work we use the synchronized mode which copes with real-time constraints and allows us to quickly change and test the Simulink models.

IV. CONTROL SYSTEMS AND ADVERSARY MODEL

This section presents the control system level from the J1939 simulation and the adversary model that we use.

A. J1939 simulation and Simulink models

We address the J1939 simulation setup for a heavy-duty vehicle that has already been depicted in Figure 1 and is made available by the CANoe tool. The J1939 network configuration contains two CAN buses, one for the Powertrain and the other for the Fleet Management System (FMS). The Powertrain bus has six ECUs. One of them plays the role of a gateway, being also connected to the second CAN bus. The main function of the employed ECUs, their assigned addresses and signals are presented in Table 1. The Tx column contains the signals that are transmitted by the ECUs while the received signals are presented in the Rx signals column. The flow of the signals between ECUs is shown in Figure 7. The FMS bus has just one ECU, i.e., the same gateway ECU (VGW) that is also present in the first network. The role of this ECU is to select the Parameter Groups according to the FMS standard and forward them from one CAN bus to the other.

We extend this J1939 CAN bus simulation by linking it to Simulink models for the control systems, which allows us to add adversarial behavior. To protect the CAN bus against adversarial interventions, we need to make predictions for the signals that are sent through the network. We depict how these signals are computed, also showing the Simulink blocks, in what follows.

1) Vehicle speed prediction: In Figure 8 we describe the Simulink model which computes the vehicle speed in km/h based on shaft vehicle speed in rpm which comes from the TECU controller as follows:

\[
v = \frac{3600}{1000} \times \frac{r}{\pi} \times \frac{2 \times \pi}{60} \times v_{\text{shaft}},
\]
TABLE II
BRIEF DESCRIPTION OF NODES EMPLOYED IN POWERTRAIN NETWORK

<table>
<thead>
<tr>
<th>Node</th>
<th>Addr.</th>
<th>Function</th>
<th>Tx signal</th>
<th>Rx signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMS</td>
<td>0x00</td>
<td>Engine management system</td>
<td>Vehicle Speed, Trip Distance, Engine Speed, Torque</td>
<td>–</td>
</tr>
<tr>
<td>TECU</td>
<td>0x03</td>
<td>Transmission ECU</td>
<td>Shaft Speed</td>
<td>Clutch Slip, Gear, Torque</td>
</tr>
<tr>
<td>IC</td>
<td>0x17</td>
<td>Instrument cluster</td>
<td>–</td>
<td>Vehicle Speed, Shaft Speed, Trip Distance, Engine Speed, Torque</td>
</tr>
<tr>
<td>VGW</td>
<td>0x56</td>
<td>Vehicle gateway</td>
<td>–</td>
<td>Engine Speed</td>
</tr>
</tbody>
</table>

where $v$ is the vehicle speed in km/h, $r$ is the diameter of the shaft axle in meters (in our case 0.151 meters) and $v_{shaft}$ is the shaft vehicle speed measured in rpm. In general, inside cars, the shaft vehicle speed is computed by the TCU controller based on a PWM signal which measures the rotation of the main axle.

2) **Trip distance prediction**: In Figure 9 we depict the calculation of the trip distance based on the vehicle speed, as follows:

$$\text{dist} = \int \frac{v \times 0.1}{3600} \, dx,$$

where \( \text{dist} \) is the trip distance, \( v \) is the vehicle speed and the coefficient \( \frac{0.1}{3600} \) is used to convert the vehicle speed from km/h into m/s.

3) **Acceleration estimation**: In Figure 10 we compute the acceleration based on vehicle speed as follows:

$$\text{acc} = \frac{dv}{dt},$$

where \( \text{acc} \) is the acceleration measured in m/s², \( v \) is the vehicle speed and \( t \) represents time. In order to use the computed acceleration to predict other vehicle signals, i.e., the engine speed and torque, we used a low-pass filter on the acceleration to remove undesired spikes.

4) **Engine speed prediction**: Based on the filtered acceleration and gear, in Figure 11 we depict the prediction of the engine speed. To achieve this, we used lookup tables (a commonly used object in automotive and control systems projects) with 3 to 100 breakpoints, calibrated from a short run-time during which various gear-shifts took place. These allow us to determine the engine speed based on the filtered acceleration and gear. The lookup tables were calibrated based on the signals recorded inside the CANoe simulation, i.e., for each gear we chose 3 to 100 values of the filtered acceleration and set the value of the engine speed that corresponds to it (intermediary values can be determined by interpolation). To improve the accuracy of the prediction, when necessary, we switch between two lookup tables based on the clutch slip value. This is needed because when the clutch is engaged, the engine speed ramps faster, while when the clutch is disengaged, the engine speed is more stable. In case of idle speed, if the vehicle is not moving and the acceleration or brake pedals are not pressed by the driver, the predicted engine speed is set to the idle speed, i.e., 250rpm.

5) **Torque prediction**: Similar with the prediction of engine speed, in Figure 12 we predict the engine torque using one-dimensional lookup tables based on the filtered values for the acceleration and gear. When necessary, we switch between three lookup tables. This is needed because the torque behavior is different when the accelerator pedal value is pressed more than 70% or when the power take-off module is engaged. When the clutch is engaged, we do not have a driver torque request, the torque losses are higher and the value of the actual torque is set to the minimum value, i.e., -1650Nm, according to the CANoe model. We note that for the last two signals, engine speed and torque, we don’t have a concrete physical model and the prediction is done based on look-up tables constructed from the behavior of the parameters inferred from previous runs of the CANoe model. For this reason, in the experimental section, the accuracy of the intrusion detection on these parameters will be lower and should serve only as an example. Better predictions can be achieved with improved models that were out of reach for us at the moment.

**B. Adversary model**

Existing works focusing on attacks and intrusion detection for CAN buses consider three types of attacks: replay, DoS and fuzzing attacks. These attacks can be easily circumvented by checking that the IDs are part of the legitimate set (in case of fuzzing when IDs are random or DoS which is caused by high priority IDs that are not part of the network) and that the rate at which the IDs arrive is the expected one (which is usually not the case for replays). Moreover, changes in the datafield can be detected if, having the predicted value of the signal \( y'_k(k) \) and a bias \( b \), a change detection mechanism is introduced by checking the following recurrent sum [12]:

\[
S_\delta(k) = \max\{0, S_\delta(k-1) + |y'_k(k) - y'_k(k)| - b\}, S(0) = 0.
\]

By comparing this cumulative sum with an empirically defined threshold \( \tau \), an intrusion can be detected. This approach for change detection, introduced in [50], abbreviated as CUSUM is commonly used in intrusion detection systems. A very recent work dedicated to intrusion detection on J1939 also uses it [24], but here we account for the control system level and stealthy attacks, which were not addressed before in the context of in-vehicle networks.

There are three flavors of stealthy attacks that can evade the detection mechanism based on cumulative sums (CUSUM) as pointed out in [12]: surge attacks, bias attacks and geometric attacks. Previous works on CAN bus intrusion detection have not considered these alternatives in the adversary model. Therefore, we specifically focus on these attacks in our work. Since replay and DoS attacks can be detected by simply inspecting the arrival rate of frames (both these attacks require multiple frames that would be unusual as CAN IDs are sent at fixed periods), our adversary model incorporates the following types of modification attacks:

1) **fuzzing attacks** - are the modification attacks in which random values are injected in the datafield of CAN frames,

2) **surge attacks** - are the modification attacks in which the value of the signal is set to the maximum value (or
minimum value) such that it will inflict the maximum damage on the system and yet remain undetected, i.e., the attack value at step $k+1$ will be $y_{\text{max}}$ only if the corresponding sum at the next step $S(k+1) \leq \tau$ while otherwise the attack signal will stay at $y'(k) + |\tau + b - S(k)|$.

3) **Bias attacks** - are the modification attacks in which a small constant $c = \tau/n + b$ is added at each step to the attacked signal, i.e., $y(k) \leftarrow y(k) + \tau/n + b$, ensuring that the attack remains undetected for $n$ steps.

4) **Geometric attacks** - are the modification attacks in which a small drift is added to the attacked signal in the beginning and the drift becomes increasingly larger in the next steps using a geometric expansion, i.e., $y(k) \leftarrow y(k) + \beta \alpha^{n-k}$ where $\alpha$ is fixed and $\beta = \frac{(\tau + nb)(\alpha^{-1} - 1)}{1 - \alpha^n}$.

These adversarial actions and the countermeasures that we address are independent from the entry point that is exploited by the adversary. As stated in the introduction, most of the attacks ask for an adversary that connects to the bus or compromises a device from remote. It is worth noting that a recent work [51] proposes a clever kind of attack in which regular CAN frames are hidden inside CAN-FD frames. Indeed, this possibility has not been previously explored. However, regardless of how the attack is performed, since the IDS that we design is supposed to run locally on each node, the attack should be detected when the frame content is inspected. Thus, our proposal should provide resilience to this kind of attack too.

Our adversary model considers that the intruder has a fixed success probability in modifying each frame. The rationale behind this model goes as follows. The way in which attacks are commonly performed on the CAN bus by injecting additional (adversarial) messages on the network, is correct from a networking perspective, but it offers a slightly misleading image regarding the way in which in-vehicle controllers operate. Concretely, in-vehicle controllers run tasks that are scheduled at precise time intervals, for example 10-100ms, and consume one CAN message during each subsequent execution. Therefore, even if an adversary injects multiple messages between two legitimate messages, only one message is going to be consumed by the controller, i.e., the most recent one. Consequently, given that a number of adversarial messages compete with legitimate messages on the bus, attacks are probabilistic. This explains why rather than injecting messages, we set a probability, e.g., 25%, that a message is or not corrupted, which is consistent with the reality at the controller level addressed in this paper.

Also, besides the obvious possibility that one task running on the ECU is corrupted and simply replaces legitimate messages from another task with corrupted ones, there are two more considerations at the networking layer that make this adversary model (which replaces legitimate frames with corrupted ones rather than injecting new messages) more realistic. One is that ECUs may be subject to bus off attacks which will keep the ECU dormant for a while, during which the adversary may inject malicious messages. These attacks were first demonstrated in [52]. The other is that messages may pass through a corrupted gateway that may alter them. Nonetheless, vehicles are now moving from domain oriented architectures, in which ECUs that implement similar functionalities are
grouped on the same bus, toward zone oriented architectures, where ECUs are grouped under a zonal controller according to the location where they operate. In this newer paradigm, even messages that are responsible for the same functionality may need to be routed by gateways and thus have significantly higher chances for being manipulated.

V. EXPERIMENTAL RESULTS

In this section, we first discuss some J1939 specific parameters then we introduce the metrics employed in our performance assessment of the IDS. Afterwards, we present the detection results and some computational requirements on automotive-grade controllers.

A. Specific attacks on J1939 signals

For our work we target J1939 specific signals that can be easily identified based on J1939 specifications [47]. Concretely, our evaluation considers 4 parameters: vehicle speed (km/h), trip distance (km), engine speed (rpm) and torque (Nm). To provide a better understanding about the behaviour of the attacks and the impact they produce, we depict the variations of the J1939 signals under several attack scenarios.

Figure 13 shows the variation of the vehicle speed. The legitimate signal is marked with blue while the modifications inflicted by the adversary are marked with green. Figure 13 (i) shows the fuzzing attacks which appear as spikes around the legitimate signal. When a surge attack occurs, i.e., Figure 13 (ii), the falsified signal reaches 90km/h but this happens only as the legitimate signal approaches the targeted value. Only small deviations of the legitimate signals occur in case of the bias attacks from Figure 13 (iii) and the geometric attacks from Figure 13 (iv). The difference between these last two types of attack is that the distance from the genuine signal to the attack signal remains constant in case of the bias attacks while the distance grows slowly for the latter. As can be seen in Figure 14 the trip distance signal has a different waveform compared to other parameters, i.e, the signal is incremented for every 125m traveled. Under the surge attack, presented in Figure 14 (ii), the altered signal exhibits a top level of 1.2km. The behavior for the bias and geometric attacks, depicted in Figures 14 (iii) and (iv), is comparable with the behavior for the previous signal. The range in which the legitimate engine speed signal varies is greater, i.e., 0–2050rpm, as can be seen in Figure 15. In this case, the manipulated signal reaches 2250rpm when a surge attack is mounted, i.e., Figure 15 (ii). The deviations from the legitimate signals are greater than those from the vehicle speed signal when the bias and geometric attacks take place, i.e., Figures 15 (iii) and (iv). We omit the plots for the torque signal since the attacks are similar to the case of the attacks on the engine speed.

B. Metrics for evaluating detection efficiency

Intrusion detection is a binary classification issue between legitimate and intruder frames. Thus, a performance assessment has to rely on the four commonly used parameters: true positives (TP), i.e., the number of intrusion messages that are correctly labelled as attacks, true negatives (TN), i.e., the number of legitimate messages that are correctly labelled as legitimate, false positives (FP), i.e., the number of legitimate messages that are incorrectly labelled as attacks, and false negatives (FN), i.e., the number of intrusion messages that are incorrectly labelled as legitimate.

We will also use as a metric the false positive rate, i.e., the ratio between the number of frames that are wrongly reported as attacks and the total number of legitimate frames, i.e., \( FPR = \frac{FP}{FP + TN} \). And also, the false negative rate (FNR) which is the ratio between the number of frames that are incorrectly reported as legitimate and the total number of intrusions, i.e., \( FNR = \frac{FN}{FN + TP} \). It is also easy to derive two more metrics that we are going to use as they are commonly employed in related works too. The accuracy combines all four parameters in order to get the ratio between the number of correctly classified frames (intrusions or legitimate frames) and the total number of frames: \( Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \). The precision is the ratio between the correctly classified intrusion frames and all the frames classified as intrusions: \( Precision = \frac{TP}{TP + FP} \).

C. Results on detecting intrusions

On each CAN signal, we programmed the adversary to act with a predefined attack probability \( p_{\text{att}} \) (this complies with the usual attack model in which legitimate traffic is injected with adversarial actions). This attack probability is employed for the fuzzing, bias and geometric attacks while the surge attack takes place once the conditions described in the adversary model from the previous section are reached in order to avoid detection. Attacks resulting in values that are out range, i.e., negative values, will not be carried since they can be immediately detected by range checks. The change detection mechanism runs in the Simulink environment and retrieves data from the CANoe simulation with which it communicates in synchronized mode.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Attack type</th>
<th>FPR (%)</th>
<th>FNR (%)</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-NN</td>
<td>fuzzing</td>
<td>16.20</td>
<td>74.87</td>
<td>69.50</td>
<td>33.33</td>
</tr>
<tr>
<td>k-NN</td>
<td>surge</td>
<td>1.18</td>
<td>0.00</td>
<td>99.38</td>
<td>98.68</td>
</tr>
<tr>
<td>k-NN</td>
<td>bias</td>
<td>1.06</td>
<td>98.54</td>
<td>82.25</td>
<td>22.22</td>
</tr>
<tr>
<td>k-NN</td>
<td>geom</td>
<td>0.15</td>
<td>98.26</td>
<td>83.00</td>
<td>50.00</td>
</tr>
<tr>
<td>DTC</td>
<td>fuzzing</td>
<td>28.26</td>
<td>37.95</td>
<td>69.38</td>
<td>41.44</td>
</tr>
<tr>
<td>DTC</td>
<td>surge</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>DTC</td>
<td>bias</td>
<td>0.45</td>
<td>100.00</td>
<td>82.50</td>
<td>0.00</td>
</tr>
<tr>
<td>DTC</td>
<td>geometric</td>
<td>9.19</td>
<td>99.26</td>
<td>75.50</td>
<td>1.61</td>
</tr>
<tr>
<td>RFC</td>
<td>fuzzing</td>
<td>12.73</td>
<td>55.38</td>
<td>76.88</td>
<td>53.05</td>
</tr>
<tr>
<td>RFC</td>
<td>surge</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>RFC</td>
<td>bias</td>
<td>0.60</td>
<td>100.00</td>
<td>82.38</td>
<td>0.00</td>
</tr>
<tr>
<td>RFC</td>
<td>geometric</td>
<td>0.15</td>
<td>99.26</td>
<td>83.00</td>
<td>50.00</td>
</tr>
</tbody>
</table>

First, we note that the machine learning algorithms cannot cope with the modifications attacks. To implement these algorithms in our system, we use the Statistics and Machine Learning Toolbox provided by MATLAB as well as the Python scikit-learn library [https://scikit-learn.org/stable/](https://scikit-learn.org/stable/).
the sklearn-porter library [https://github.com/nok/sklearn-porter](https://github.com/nok/sklearn-porter) to generate C code in order to measure the runtime of the detection algorithms on the embedded devices. We build our classification models based on portions of the full CAN traces. We split the CAN traffic in two parts: 20% for training and 80% for testing. The results from Table III rely on classical machine learning algorithms: k-nearest neighbors (k-NN), decision trees classifier (DTC) and the random forest classifier (RFC). The attack was carried only on frames that contain the targeted signal. As can be seen, the machine learning based IDS has considerable failures in detecting fuzzing, bias and geometric attacks (the surge attacks are the only attacks on which the detection works). The false negative rate is over 98% in case of the bias and geometric attacks, so these attacks remain largely undetected. For the fuzzing attacks the FNR is smaller, around 37%-74%, but still unsatisfactory. Cells that contain a lower precision are marked with grey.

On the contrary, the change detection mechanism is highly successful. Now we discuss the detection results that are shown in Table IV. The bias and the threshold values for the IDS and the adversary were empirically determined. If we employ the same threshold values for the adversary and the IDS, only small deviations from the legitimate signals occur, and the impact is very small while the attack goes undetected by the IDS. For example, in case of the vehicle speed, the IDS threshold is at 2 km/h, and, for the engine speed, the threshold is at 150 rpm - such variations, even if produced by the adversary to mislead the driver, will have almost no effect. Thus, the adversary will be interested in causing higher variations that can have more relevance in misleading the driver (like changing the reported speed with 10 km/h). This explains the selection of the thresholds from Table IV.

When using larger thresholds for the adversary than for the IDS, the attack has a significant impact but the IDS will be able to detect it. The results for the first two parameters (vehicle speed and trip distance) are excellent, i.e., the accuracy and precision are close to 100%. This is due to the fact that both these signals are accurately predicted. On the other hand, for the other two signals, Engine Speed and Torque, the detection exhibits a lower accuracy and precision, i.e., 94%-99% and 95%-98%. There is an increase of the FPR and FNR, but this still seems acceptable at 0%-1% and 0%-20% respectively. This is caused by a poorer estimation of the legitimate signals with the lookup tables described previously. Better estimations can be achieved based on the mechanical parameters of the vehicle which are out of scope for our work here.

The previous experiments were based on a 100 seconds simulation, having a 0.1 second simulation step, which leads to a total of 1000 CAN frames. True indeed, other works based on in-vehicle collected CAN bus data use traces of one or more hours. This is not necessarily a better approach for testing the validity of an IDS since it is the variability of the data, not the duration of the trace, which determines the complexity of detecting attacks. The rather short trace of 1000
CAN frames that we used accounts for significant variations of the recorded parameters, while a several hours long trace is not necessarily more convincing if the vehicle parameters do not exhibit significant variations.

To prove this, we also run the detection mechanism in a scenario that lasts more than an hour. For this we created a more intricate traffic trace that contains several specific actions, e.g., gear shifts, sudden braking, speed variations, etc. The results are presented in Table V. With a few exceptions, the false positives and negatives dropped significantly compared to the short trace. That is, the false positives dropped below 1%, while the false negatives, with the exception of fuzzing attacks, are between 0%-5%. On a closer inspection, the cause for the drop in false positives became immediately visible for us: almost all of the false positives are caused by gear shifts due to the imperfect look-up tables that we used for deriving the engine speed and torque. The long trace that we used had 30 gear shifts for more than one hour, while the short trace had 10 gear shifts during 100 seconds. This also suggests that to avoid false alarms, abrupt changes in engine speed or torque that happen during a gear shift may be neglected.

It is difficult to delve further into this matter since unexpected gear shifts may occur due to various innocuous reasons. For example, a driver may downshift gears instead of pressing the brake pedal to slow down the car or to increase torque when approaching a slope (in case of a manual gearbox, otherwise, the same actions will be done by a dedicated ECU). None of these actions is an attack, yet they may lead to abrupt changes in engine speed and torque.

By consulting the related works, the reported FNR is 1.60% in [23], 4.68% in [30] or even 6.45% in [33]. The work in [23] reports a FPR of 0% with the use of cryptographic security. Regarding the FNR, this is 2.80% in [28], 2.40% in [36] and 3.90% in [33]. Again, the work in [23] reports a 0.01% FNR but by using cryptographic security. Therefore, if better FPR and FNR are needed, the only solution would be to rely on cryptography and add security elements to each CAN frame. According to the AUTOSAR SecOC [33], 32 bits of security elements are recommended for each CAN frame, consisting of an authentication tag and a timestamp. In this case, the authentication tag is 24–28 bits (according to security profiles 1–3) and the chances of forgery $2^{-24}$–$2^{-28}$ [53]. We note however that the freshness parameter is just 0–8 bits (depending on the security profile) and thus the chance of successful replay attacks is still at least $2^{-8}$ which is quite high, the freshness parameter repeats after only 256 frames.

The impact of the aforementioned attacks on safety is immediate since all these signals, e.g., vehicle speed, torque and engine speed, are used by various ADAS (Advanced Driver Assistance Systems) systems and they can also produce unintended acceleration/deceleration of the vehicle which may lead to collisions. Note that a mere $5\text{km/h}$ deviation from the actual vehicle speed translates into $1\text{m/s}$ which may have serious consequences when estimating the time to a collision.

\subsection*{D. Runtime performance}

We evaluate the performance of the detection algorithms on four automotive-graded platforms from well-known manufacurers: S12XF (NXP), SAM V71 (Microchip), TC277 and TC297 (Infineon). One of them is from the low-end sector, the 16-bit S12XF clocked at maximum 50MHz that is equipped with 512KB of Flash and 32KB of RAM. The other controllers are high-end operating on 32 bits. The Microchip SAM V71 Xplained Ultra board is powered by the ATSAMV71Q21 microcontroller, which follows the ARM Cortex M7 specification and is capable of a clock frequency of 300MHz.

The Infineon devices are powered by the TC277 and TC297 microcontrollers, both of them based on the Aurix TriCore architecture but with different quantities of available resources, e.g., the TC277 board clocks at 200MHz and the TC297 at 300MHz. The experimental setup employed in our evaluation is depicted in Figure 16. All processors were configured to run at the maximum supported speed.

![Fig. 16. Experimental setup employed in our evaluation](image)

Regarding the detection algorithms, both DTC and RFC were configured to operate with the default parameters and the number of estimators for RFC was set to 15. k-NN was not ported on the controllers since it requires to much memory for storing the neighbors information regarding legitimate or intrusion frames. Table VI summarizes our results. We only show performance for the engine speed as the results are similar for the rest. Columns two and three specify the classifier that was employed and the attack type. Finally, the last four columns present the execution time of the classifier. Not surprisingly, the RFC executes substantially slower than the DTC as it relies on multiple estimators. On the low-end platform, for both machine learning classifiers, the runtime varies from 60.74µs to 715µs while the simpler change detection mechanism takes only 39µs. On the high-end platforms, the runtime of the machine learning classifiers is between 0.74µs and 18.89µs while for the change detection mechanism is between 0.13µs and 1.32µs. This allows us to conclude that, besides the much better detection rate, which was proved in the previous section, the change detection classifier is 2-65 times faster. Also, the change detection mechanism has extremely low memory requirements since it needs only a few lines of code while the machine learning algorithms have a footprint of 10-30Kb.

\section*{VI. Conclusion}

Our work shows that despite increasing efforts in addressing CAN bus intrusions by the mean of machine learning algorithms, such algorithms cannot cope with modifications
inside the data carried by CAN frames. The shortcomings are due to two obvious facts: the limited time available for training which implies that the training dataset cannot cover all possible states of the bus, and the small changes that can be induced by adversaries making the attack stealthy. By using specific change detection mechanisms, the computational costs are lower and attack detection has much higher accuracy and precision. The implementation of such mechanisms does require redundancy, but we have shown that this is possible in the J1939 model that served our experiments. Consequently, as there are little or no papers to address such fine grain details, we hope that our work paves way in this direction.
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