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ABSTRACT 

The process of wide product distribution to some areas consumes a very high cost. By 
minimizing the cost of the distribution process, companies can increase their profits. As 
algorithms that stochastically provide multiple diverse solutions, Genetic Algorithms (GAs) 
were proposed to solve the complex problems of multi-level distribution. To prevent 
premature convergence, preliminary numerical experiments were conducted to obtain the 
best parameters of GAs. Computational results of GAs that were adjusted by parameter 
testing were compared with the results of Random Search (RS) computation. The results 
indicated that there was an enormous difference in costs that resulted from computing 
GAs compared to RS in multi-level distribution problems. 
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1. INTRODUCTION 

Challenges of every company in the scope of the global market force them to be more careful in 

managing company strategy. If they are not careful so as to not be able to compete with other 

companies, it is possible that they may not earn profits or even go into bankruptcy. As part of the 

supply chain, a profitability strategy by minimizing the cost of the distribution process is inevitable, 

(Sitek and Wikarek, 2012; Qiaolun and Tiegang, 2013). A distribution process that covers a wide area 

forces entrepreneurs to find ways to reduce costs in logistics and transportation (Sitek and Wikarek, 

2012; Guo, Wang and Zhou, 2015). Such a distribution process with wide area coverage implements 

a multi-level distribution system, which is the process of transfer of finished product units from 

manufacturing to local distributors in different areas (distributors, retailers, agents, and so on) until the 

products arrive at the customer (Han and Kim, 2016; Langroodi and Amiri, 2016). 

Some approaches had been used in distribution problems. Linear programming (LP) was used to 

resolve the problem of distribution. By using the Best Candidate Method (BCM) to choose the best 

candidate from some combination of solutions, the results obtained were nearly optimal with low



 

computational time and reduced in complexity with solutions that are simple and clear. The weakness 

of the research is applying only one level (Hlayel and Alia, 2012).  

Other studies had been done to resolve the distribution problems. In order to satisfy the customer 

demand, an iterative Lagrange-based heuristic was able to solve the problems of distribution. In 

small-sized instances, the proposed algorithm provided a better solution than its peers, whereas 

large-sized instances gave satisfaction performance by 2.2% of average gap. But in a relatively large 

company with more levels, these algorithms cannot be implemented because distribution problems 

are solved as distribution problems of two stages starting from manufacturing centers to warehouse 

and warehouse to retailers (Ardalan et al., 2016).  

Gauss Elimination method, Gauss-Jordan and Cramer's rule were also previously implemented to 

solve distribution problems. The obtained results showed that linearly, all three numerical models can 

be used in solving the problems of multi-level distribution with an acceptable solution. Although these 

three methods resulted in the same price, this approach could resolve the issues well. However, the 

constraints used were one vehicle for each shipper and there was no accounting for the capacity of 

the vehicle as well as the distribution unit stocks of the shipper. 

Evolutionary computing approaches such as Genetic Algorithms (GAs) are widely used for problems 

in a variety of fields such as economics, industry, engineering, and so on (Ni and Wang, 2013). In 

addition to the fairly wide scope of being able to solve complex problems (Rahmi and Mahmudy, 

2017), Genetic Algorithms could also solve optimization problems. Although there is another approach 

that can be used in solving optimization problem (Tomescu et al., 2007), GAs is reliable and 

commonly used such as optimize the parameters of mathematical model (Munyazikwiye, Karimi and 

Robbersmyr, 2017), parameter values (Guo, Peng and Tang, 2016), combinatorial problem with 

different levels of difficulty for optimization based on Phylogram Analysis (Soares, Râbelo and Delbem, 

2017), ideal gas (IGO) (Shams et al., 2017), bacterial foraging optimization by introducing linear 

variation and a nonlinear variation of chemotaxis step (Niu et al., 2011), and frequency increments 

(Xiong et al., 2017). It could also solve combinatorial problems (Abdoun, Abouchabaka and Tajani, 

2012; Azim and Rahman, 2014). 

This study is a development of the previous study. By using a variety of more developed problem 

definitions and data (each distributor having a wide range of vehicles), multi-level distribution 

problems are solved using Genetic Algorithms. The proposed solution is to create a model of a 

chosen vehicle-based distribution network so that the costs incurred in the distribution process are 

minimal. The results of the costs derived from Genetic Algorithms are compared with the random 

search algorithm as baseline to test how efficient and optimal Genetic Algorithms are in solving 

distribution problems based on the minimum cost. 

 
2. PROBLEM DESCRIPTION 

The data used in this study is in the form of simulated data that was designed based on results of 

surveys and interviews with distribution experts of a company. The data consists of the stock capacity 



 

of each company and distributor at every level, as well as data on the number of vehicles, vehicle 

capacity and cost spent. 

The issue raised in the study was a multi-level distribution problem. The multiple levels in this study 

consist of 4 levels of plant/manufacturing, distributor center, agent, and retailer. For example, each 

level has some distributor unit such as 3 units of plants, 5 units of distribution centers, 8 units of 

agents, and 14 units of retailers. Each distributor unit has 1 to 3 vehicles. Each vehicle has a capacity 

from 250 to 1500 units and each distributor unit has available stock and minimal stock for ordering the 

product units. 

Mathematically formulated, there are L levels of distribution. Each level has distributor units 

numbering to U. Each distributor unit has a vehicle number of K for serving product delivery and each 

vehicle has a capacity of Kcap as well as a fixed cost of C for each vehicle. Every distributor unit D that 

requests an order of O is serviced by the distributor unit located on the level above it. If the level 

above is not able to fulfill the order, it will initiate the order request on the level above that. ST is the 

status of the level that would serve the order request. If the ST has a value of 1 then the distribution 

level serves the request, and if ST is 0 the request is not served at the distribution level. To serve the 

order request, each distributor unit at every level has a stock of products numbering to CAP.  

In the distribution process, the objective function of the problem is minimizing expenditures, because 

cost minimization is the solution to the problem of multi-level distribution. The objective function is 

formulated in equation (1). 
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Here l is the number of levels of distribution, u is the number of the distribution units of the shipper, d 

is the number of distribution unit customers, Xijm is the number of product units sent by distributor unit j 

to distributor unit m, Cimj is a fixed cost that is incurred to send products from distributor unit m to 

distributor unit j, and STi is the status of whether or not distribution level l served the request. 

The objectives to be achieved in resolving multi-level distribution is indicated by the objective function. 

However, before calculating the objective function, there are several things to note regarding the 

constraints. Such constraints are mathematically formulated, making them easier to process and 

depict.   

 

2.1 THE CONSTRAINT FUNCTION FOR THE NUMBER OF ORDERS 
 

The first constraint is related to the limit of the number of orders from the customers of the distribution 

units. The amount ordered by the customer should be the same as those sent to the customer. If the 

number of orders is not sufficient, then the system automatically processes the shortage of product 

units, taking from the level above. The function of the constraints for the number of orders is shown in 

equation (2). 
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Here Om is the request of orders on distributor m. 

 

2.2 THE CONSTRAINT FUNCTION FOR VEHICLE CAPACITY 
 

The second constraint is the capacity of the vehicles used. When the product units are sent to the 

customer or the level below, the product units are transported by vehicles. The problem is that the 

vehicles of each distributor unit shipper have a capacity limit that should not be exceeded. The 

influence is not only on the quality of the product units being delivered, but also the durability of the 

vehicle to prevent rapid deterioration. The function for vehicle capacity is shown in equation (3).  
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Here Xinm is the number of product units to be shipped to distributor m by vehicle n and Kcapn is the 

transport capacity of the vehicle to n. 

 

2.3 THE CONSTRAINT FUNCTION FOR THE DISTRIBUTION UNIT STOCKS OF THE SHIPPER 
 

The last constraint is the stocks of every distributor unit. Each distributor always has a stock of 

availability of the product units. When a distributor unit acts as the shipper, it checks the stock so that 

the number of product units shipped does not exceed the stock. The function constraint to the stock of 

product unit of distributor unit shipper is shown in equation (4). 
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Here Xij is the number of product units to be shipped by the distributor unit j and Capj is the stock 

supply of distributor unit j. 
 

3. GENETIC ALGORITHMS (GAs) 

Genetic algorithm is widely used to solve complex optimization problems. The imitation of the 

evolutionary process of a living organism in order to survive the selection process is the working 

principle of the Genetic Algorithm (Sen et al., 2011). The working principle of evolution using the 

crossover, mutation, and selection operators have produced many solutions that are superior, efficient 

and of a good quality (Soni and Kumar, 2014; Rahmi and Mahmudy, 2017). A candidate solution is 

represented by a chromosome with a measurement of the solution quality, which is the fitness value. 

In multi-level product distribution case, the chromosome contains a combination of the number of 

products distribution from each distribution unit. A good fitness shows the superiority of the solution 

candidate. The objective function of the problem is minimizing expenditure. The lowest cost of multi-

level distribution of a chromosome reflects that the chromosome has good fitness. Iteratively, GAs will 

provide nearly optimal solution candidates from the population of individuals / parents and the pool of 

new individuals / offspring based on the magnitude of the resulting fitness value.  



 

3.1. CHROMOSOME REPRESENTATION AND CALCULATION OF FITNESS 
 
The process of mapping the solution of the problem into a series of genes in a chromosome is known 

as chromosome representation. This chromosome representation is a core process in Genetic 

Algorithms. With a matching representation of chromosomes, a problem is solved by providing near-

optimal solutions (Lianshuan and Huahui, 2015).  

Real-code representation is appropriate for this problem because the purpose of product distribution 

is to suit the amount of product requested by the customer. To find the representation of 

chromosomes that are designed to solve the problems of genetic algorithm, it is necessary to find out 

the list of orders for the distributor units which represent the customers. Table 1 is the example list of 

orders placed across several distributor unit customers of different levels. It serves as the suitability of 

the structural design of the chromosome representation to be built. 

 

Table 1. List of Orders of the Customer Distributor Unit 

No. Distributor Unit Customer Number of Orders 

1 Distributor Center 1 300 

2 Distributor Center 2 260 

3 Distributor Center 3 550 

4 Agent 1 250 

5 Agent 5 550 

6 Agent 6 175 

7 Agent 7 330 

8 Retailer 8 100 

9 Retailer 9 250 

 

Based on the list of orders in Table 1, it can be seen that the multi-level process occurs in the 

distribution process. Figure 1 is the structure of chromosome representation of one level. The 

structure only shows the distributor center level to the plant level. 

 
Figure 1. Chromosome Representation. 

 

Figure 1 depicts a representation of a chromosome or a candidate solution. One chromosome is 

made up of several segments of a number of levels used in the distribution process (l). Figure 1 

shows the chromosome with one segment because it uses only one level from plants (Pt) to the 

Distributor Center (DC). It can be said to be one level because DC1 acts as the distributor that should 

send product units from the plant to the next level until received by distributor unit customers. 



 

The first gene contains 150, which indicates that Plant 1 distributes 150 product units to DC1 using 

Vehicle 1 (V1). The second gene indicates that Plant 1 distributes 90 product units to DC2 using 

Vehicle 1, and so on in the whole gene. In the process of chromosome representation, after having 

acquired the real value, the value should be checked first by the limiting constraints of the problem, 

such as constraints on vehicle capacity as represented by equation (2), the capacity limits of the 

vehicles as in equation (3) and the stock distribution unit stocks of the shipper as in equation (4). 

When calculated based on the overall level, the length of chromosomes in multi-level distribution 

problems are determined by the number of distributors that order product units on each level 

multiplied by the total number of vehicles owned by each distributor unit which serve orders on each 

level and multiplied by the number of levels. 

Each chromosome has a fitness value as a reference of the ability to provide a solution. Because the 

main goal is to minimize the cost of distribution problems, as opposed to the fitness function in genetic 

algorithm to maximize the value, it can be concluded that the fitness function is obtained from the 

opposite objective function. As explained previously, the objective function is described in equation (1) 

with the Z value as the final value. The explanation based on meal fitness value is shown in equation 

(5). 
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3.2. INITIALIZATION POPULATION AND REPRODUCTION 
 
The population is a set of chromosomes, individuals, or parents in accordance with the population 

size (popSize) at the start of the determination. If the specified population size is 10, then the 

population contains 10 chromosomes. In addition to population size, also requiring initial 

determination are the number of iterations or generations, as well as the value of the crossover rate 

(cr) and the mutation rate (mr). 

The next process of the genetic algorithm and the main part of the calculation process is reproduction. 

Reproduction aims to generate several new individuals from parents in the population so that a variety 

of solution or offspring candidates are formed (Wayan Firdaus Mahmudy, Marian and Luong, 2013).  

 

3.2.1 CROSSOVER OPERATOR 
 

One of the operators for forming new individuals (offspring) in the reproduction process is the 

crossover operator. The number of offspring is obtained by multiplying the population size and the 

crossover rate (popSize * cr). Thus if the cr value is 0.4, then the number of offspring is 4. 

This study uses an extended intermediate crossover model that uses random variables to determine 

how far the changes of the offspring are expected by the range limit (Wayan F Mahmudy, Marian and 

Luong, 2013). The equation for the extended intermediate crossover model is presented in equation 

(6). 
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Here P is a parent and C is the offspring. α is a random variable that serves as a determinant of 

change in the offspring as produced by a certain range. The range used was between -0.25 and 1.25 

which means that the exploration process was undertaken at an interval of 0.25 below 0 and above 1. 

0.25 was chosen with the intention that the exploration process produced offspring that do not differ 

greatly from the parents that shape it. Figure 2 shows the crossover process.  

In Figure 2, (C1) is from an extended intermediate process using two random parents, P1 and P2. 

The value of α is also generated and then calculated using equation (6). 

 

 
Figure 2. Intermediate Extended Crossover. 

 

3.2.2 MUTATION OPERATOR 
 

The insertion model is used for the mutation operator. The number of offspring was also obtained by 

multiplying the population size and mutation rate (popSize * mr). The process of insertion adds one 

gene randomly into another gene. Figure. 3 shows the insertion mutation process. 

 

 
Figure. 3 Insertion Mutation. 

 

The process in Figure. 3 begins with determining a parent randomly and P1 was selected. Next, 

randomly selected were 2 gene points and the second and fourth genes were selected. The offspring 

(C5) was obtained from the fourth gene being inserted to the second gene.  

 

3.3 SELECTION 
 
The selection used in solving the problems of multi-level distribution optimization is the Roulette wheel. 

The selection is done by calculating the cumulative probability of the fitness value. Then a number is 

randomly generated and this serves as a determinant for the specific individual cumulative probability 

fitness range.    

 



 

4. EXPERIMENTAL RESULTS & DISCUSSION 

Problems in the distribution of multi-level optimization were solved using genetic algorithms. In the 

computation process, the genetic algorithm had a few parameters that influenced in generating better 

candidate solutions. Some of these parameters are usually set in advance before the genetic 

algorithm process, namely the population size, the number of iterations, and the combined value of cr 

and mr. In order that the obtained results become close to optimal, tests were performed on several 

parameters. The parameter results that were close to optimal were seen from the average fitness 

value. The average fitness was obtained from fitness value of each size, which was tested ten times. 

The average fitness was used because genetic algorithms are stochastic in nature, because the value 

obtained constantly changes.  

 

4.1 POPULATION TESTING 

 
The initial test was to test population size. The most influential control parameter on GAs performance 

was population size (Wright and Alajmi, 2016). The initial parameters that were used were iteration 

100, cr 0.7 and mr 0.3. The selected population size was at the point where the average fitness began 

to show a slight difference from the average fitness of the next population sizes. The slight difference 

showed that the points thereafter did not give a significant difference. Figure 4 shows the average 

fitness of population size testing.  

Population size testing in Figure 4 used population sizes from 10 to 100 in increments of 10. 

Population 60 was the starting point of the average fitness which showed that for the next population 

size, the obtained difference of the average fitness was not too significant. 

 

4.2 GENERATION/ITERATION TESTING 
 
Iteration testing used the population size of the previous test results (60) with the values of cr as 0.7 

and mr as 0.3. The numbers of iterations tested were in multiples of 100 from 100 to 500. Figure 5 

shows the graph of iteration testing. 

 

 
Figure 4. Population Testing. 

 



 

 
Figure 5. Iteration Testing. 

 

The graph in Figure 5 showed that the 200th iteration was the starting point of average fitness which 

was not very significant for the following iterations. Thus, 200 iterations were selected. 

 

4.3 CROSSOVER RATE AND MUTATION RATE TESTING 
 

The last parameter tested was to find the best combination of the crossover rate (cr) and the mutation 

rate (mr) values. The population size and iteration parameters used were the selected values in 

earlier tests (60 and 200 respectively). The combinations of cr and mr used were in the range of 0-1 

by multiples of 0.1. Figure 5 shows the graph of cr and mr testing.  

Tested combinations of cr and mr are shown in Figure 5. For the problem of multi-level distribution 

optimization, the best combination with the average highest fitness was for the values of cr as 0.3 and 

mr as 0.7. This showed that for the problem of multi-level distribution, a deeper exploitation process 

gave more candidates for a nearly optimal solution. 

 
Figure 6. Cr & Mr Testing. 

 

4.4 RESULT ANALYSIS 
 

For testing the parameters of GAs, the previously obtained best parameters for solving the 

optimization problem of multi-level distribution are shown in Table 2. 

 

 



 

Table 2. The Best GAs Parameters 

GAs Parameter Number

Population Size 60 

Generation 200 

Cr 0.3 

Mr 0.7 

 

The best parameters in Table 2 were used to test how well the GAs were in solving the multi-level 

distribution optimization problem. Based on the parameters in Table 2, the GAs were processed 10 

times to obtain more accurate test results. The test results of GAs were compared to a heuristic 

algorithm, Random Search (RS). As with the GAs, RS was run 10 times; the results of the comparison 

of both methods are shown in Figure 7. 

 

 
Figure 7. Comparison of RS and Gas. 

 

Figure 7 showed that although both methods were run as many as 10 times, the overall fitness trial 

results of the GAs process performed better. From the 10 trials for each method, the average fitness 

as well as the average cost were obtained. The average fitness and cost are presented in  

Table 3. The Average Fitness and Cost of Both Methods 

Methods Average Fitness Average Cost 

Genetic Algorithms 4.585485563E-05 21860.4 

Random Search 2.92655777E-05 34328 

 

From Error! Not a valid bookmark self-reference. it could be seen that the average fitness and cost 

for each method differed greatly. Specifically, the average cost had a difference of 12467.6. This 

showed that GAs were able to produce better results compared to the results of the Random Search. 

Table 3. The Average Fitness and Cost of Both Methods 

Methods Average Fitness Average Cost 

Genetic Algorithms 4.585485563E-05 21860.4 



 

Random Search 2.92655777E-05 34328 

 

From Error! Not a valid bookmark self-reference. it could be seen that the average fitness and cost 

for each method differed greatly. Specifically, the average cost had a difference of 12467.6. This 

showed that GAs were able to produce better results compared to the results of the Random Search. 

 
5. CONCLUSION 

In this study, the problem of multi-level distribution optimization aimed to produce a minimal cost. The 

used constraints of multi-level distribution were the number of orders, the capacity of the vehicles, as 

well as the distribution unit stocks of the shipper. The research problem was solved using Genetic 

Algorithms. An extended intermediate model was used as the crossover model and the insertion 

model was used for the mutation models. To obtain near-optimal solutions, the parameters of GAs 

were tested to obtain a population size of 60, 200 iterations, and cr and mr values of 0.3 and 0.7. 

The best parameters of GAs were tested for results by processing them 10 times for near-optimal 

results. For tests repeated 10 times and the average yield of the final fitness, GAs were compared 

with RS. The obtained fitness results showed that GAs were better than RS. Based on the cost, the 

result of GAs was 21860.4 and RS was 34328. The result of GAs was smaller with a difference of 

12467.6. 

In this study, the products used were only of one type, the cost for fitness is considered as a fixed cost 

only, and the genetic algorithms used were general. Suggestions for the development of further 

research are to search for other genetic operators that give better results or to update genetic 

algorithms for optimization, modification, hybridization, and adaptiveness. In the real case of 

distribution, the costs to be considered should not only be the fixed cost but also the variable cost and 

the resulting products of a company could be more than one type. 
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