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Abstract 
 

Chatbot is a computer program designed to simulate conversation with human users over the 
Internet. Chatbot has been found on a number of chat systems, including large commercial chat 
networks. However, their use as malicious tools has made them a growing nuisance and security 
concern. We present a support vector machine training algorithm for classification on human and 
bots in chatbot text-based communications. We use data from the annual Loebner competition to 
distinguish between bots and humans. The normalized approximate entropy of Message size and 
inter-message delays at each conversation are introduced. Coupled with the mean and the 
normalized Shannon entropy of two features, they were considered as the input data. Simulation 
results have shown that the support vector machine is an efficient method for chatbot data 
classification. 
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1. INTRODUCTION 
 

Internet chat is a popular application that enables real-time text-based communication. Millions of 

people around the world use Internet chat to exchange messages and discuss a broad range of topics 

online. Internet chat is also a unique networked application because of its human-to-human interaction 

and low bandwidth consumption [5]. However, the large user base and open nature of Internet chat 

make it an ideal target for malicious exploitations [10]. 

 

Chatbot is a computer program designed to simulate conversation with human users, especially over 

the Internet. They have been found on a number of chat systems, including large commercial chat 



networks, such as AOL Instant Messenger [9], Yahoo! [19], and MSN Messenger [11]. Unfortunately, 

the abuse of chat services by automated programs is becoming a serious network security issue. 

Chatbots exploit these online systems to send spam, spread malware, and mount phishing attacks [32] 

and [10]. Furthermore, more threats involve chatbots to steal personal information from on-line users 

[21] and [18]. 

 

In Section 2, we review the previous work in Chatbot data classification. Section 3 addresses Support 

Vector Machine Training Algorithm. Section 4 presents experimental result of chatbot data sets 

classification using SVM with three kernel functions. In Section 5, we summarize this work and 

introduce some references to supplement whatever important aspects the authors have indeed hardly 

touched upon in this paper. 

 

2. RELATED WORK 
 
Some efficient and reliable methods must be proposed to eliminate the threat from chatbots. 

Keyword-based filtering and human interactive proofs are two different methods to combat chatbots. In 

paper [3], the authors use human interactive proofs, such as CAPTCHAs, to stop chatbots from entering 

chat rooms, but, it is not effective. Keyword based filtering and related spam detection methods are 

common but seem to be having limited success with chatbots [17]. In paper [10], Based on the 

measurement study, the authors propose a classification system to accurately distinguish chatbots from 

humans, which consists of an entropy-based classifier and a Bayesian-based classifier. The 

experimental shows that the proposed classification system is highly effective in differentiating bots 

from humans. However, the chat data they analyzed was limited to public chat rooms with many 

multiple simultaneous communicators, and was primarily focused on bots that were attempting to get 

users to click on hyperlinks [18]. In paper [17], the authors use a different smaller data set to test the 

gross behavioral metrics, and find that they could be useful for passively distinguishing between 

humans and bots. 

 

In paper [17], a more detailed graphical and statistical analysis of related measures is presented using 

a similar but larger data set.  The normalized entropy and normalized entropy rate are introduced to 

measure the messaging complexity of human and chatbot. Entropy was calculated using Shannon’s 

information entropy approach [28]. Approximate Entropy (ApEn) is a statistical measure that quantifies 

the complexity in a signal. It is useful in classifying complex systems [2] and quantifies the 

unpredictability (randomness) in a time series data set. Approximate entropy can obtain more stable 

using shorter time-series However, ApEn is a biased statistic [2] and [27]. It lacks relative consistency 

and the result shows much dependence on data length. Here, we propose the metric, which is 

normalized approximate entropy, to analyze the messaging complexity of human and chatbot. Based 

on the two metric, we apply the support vector machine (SVM) method to distingush human to chatbot. 



 

Support vector machine is a promising supervised machine learning algorithm for data classification 

and regression [4] and [7]. Furthermore, SVM also has achieved excellent generalization performance 

in a wide variety of applications, such as handwritten digit recognition [22] and [6], categorization of 

Web pages [1], and face detection [33]. In addition, SVMs are also useful in medical science to classify 

proteins with up to 90% of the compounds classified correctly. Now, the SVM training algorithms are 

designed to to deal large data sets [8] and [29]-[31]. The data sets from Chatbot are available in some 

websites, such as publicly-available transcripts of the Loebner Prize [20]. These data resources can 

provide large data sets for us to test the performance of the classification algorithms for chatbots. 

 

In the paper, we present a support vector machine training algorithm for classification on humans and 

bots in chatbot text-based communications. We use data from the annual Loebner competition to 

distinguish between chatbots and humans. Message size and inter-message delays were considered 

as the input data.Simulation results have shown that the support vector machine is an efficient method 

for distinguishing humans from bots. 

 

3. NORMALIZED APPROXIMATE ENTROPY FOR THE CHATBOT DATA SETS 
 

In this section, we will give the analysis of  the chatbot data sets, sepecially we will use the Approximate  

Entropy  Rate as a metric to chatbot data sets. 

 

3.1 About the chatebots data  
The raw chatbots data sets are are gathered from the publicly-available transcripts of the Loebner Prize 

in Artificial Intelligence [20] which is also used in the papers by John McIntire et al [16] and [17]. The 

Loebner Prize is a formal public Turing Test competition in which the worlds best chatbots programs 

compete to be the most human in terms of conversational capabilities. In paper [17], the authors 

explained three reasons to use the Loebner Prize data sets. The first reason is that the communicators 

are all unambiguously defined as either humans or chatbots. Another reason is that a large proportion of 

the conversations involve chatbots, whereas other public chat data sets do not typically possess such 

high frequency of bot communications. In addition, the bots are specifically trying to carry on human-like 

conversations with people for lengthy periods, whereas in many public data sets bots are mostly trying 

to convince users to click hyperlinks posted in their messages or in their online profiles. 

 

From the data sets in [20], we analyzed five separate competitions, from the years 1996, 1997, 2004, 

2005, and 2008. These data sets include a total of 9206 messages in 254 brief conversations involving 

over 50 individual humans and 22 chatbots. The research results in paper [17] show that there are two 

marked features for the chatbots data sets, which are IMDelay and wordcount. IMDelay is the 

inter-message delay and wordcount is the number of words in the message. The value of IMDelay is 



equal to the amount of time (in seconds) for the participant to respond. The value of Wordcout is the 

length of the message sent. 

 

We should preprocess the data sets before they are inputed into the SVM algorithm, and extract some 

metric for the data sets. Firstly, we compute two metric values for the 9206 messages, which are 

IMDelay and wordcount. In addition, a class label must be assigned to each data point. For the chatbot 

data, a class label of 1 was given to a computer participant and a class label of −1 was given to a human 

participant. In addition, the value of IMDelay for the start of each conversation does not exist. Hence a 

value must been inserted in each of these slots. Several values can be inputted into these slots such as 

zero, the average, or the median of the data. Here, the values of these entries are replaced with the 

average values of the same talker in a conversation. 

 

At each conversation, we gather all the data points in chronological orderfor the same human or chatbot. 

The time series are obtained for the two metric IMDelay and wordcount. Then we obtain 508 time series 

of IMDelay and wordcount base on the 254 brief conversations from the 9206 message points 

respectively. 

 

3.2 Calculate Metrics  
 

From the 508 time series of IMDelay and wordcount, we compute three values, including arithmetic 

mean, the normalized Shannon entropy and normalized ApEn of the time series. 

 

Given the time series of IMDelay or wordcount for each conversation is { },,2,1 kjjj uuu L , where k  is 

the length of the time series at the conversation. In paper [17], normalized Shannon entropy is used to 

measure messaging complexity. Entropy was measured by first calculating the empirical 

probability )( ijup  of occurrence of each IMDelay and wordcount. The probabilities for each category 

were then used in the Shannon entropy equation: 

                                                 508,,2,1)),(log()( L=×= ∑ jupupH ij
i

ijj                             (1) 

 

Pincus [24] presented approximate entropy (ApEn) as a measure of complexity that is applicable to 

noisy, medium-sized datasets. ApEn is applicable to noisy, medium-sized datasets. Approximate 

entropy can obtain more stable using shorter time-series data. Here, we use ApEn as a measure of 

complexity of chatbot data sets at each conversation. Based on papers [24] and [25], ApEn can be 

calculated following the algorithm below: 

 

Step 1: Form a time series of data{ },,2,1 kjjj uuu L , where k  is the length of time series. 



Step 2: Assume integer l  represent the length of compared run of data, and positive real number r   

repesent a filtering level. 

Step 3: Form a sequence of vectors jlkjj vvv )1(,2,1 +−L  in lR , which is real l dimensional sapce 

defined by  

                                                 { }jlijiijij uuuv )1()1( ,,, −++= L                                             (2) 
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The signal d represents the distance between the vectors hjij vv , ,given by the maximum difference in 

their the maximum difference in their respective scalar components.  

Step 5: Define  
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Step 6: Define approximate entropy as  

                                                       )()( 1 rrApEn ll +Φ−Φ= ,                                                     (6) 

where log  is the natural logarithm. 

 

However, ApEn is a biased statistic [24] and [25], and it lacks relative consistency and the result shows 

much dependence on data length. Here, we propose the metric, which are approximate entropy rate, to 

analyze the messaging complexity of human or chatbot at each conversation. Normalization was 

accomplished by taking the observed entropy divided by the maximum possible entropy given the 

sample size k : 

                                                      )log(/ kApEnNApEn = .                                                   (7) 

 

These normalized ApEn provided measures of complexity that could more be easily compared across 

the varying the sample sizes used in the analysis. 

 

3.3 Support vector machine training algorithm 
 

Given a training set ( ) ( ) ( ){ }nn yxyxyxS ,,,,,, 2211 L= , where each point ix  belong to mR  and iy  is 



a label that identifies that the class of point ix .  Our goal is to determine a function 

                                  bxwxf i
T += )()( φ   ,                                                    (8) 

where w  is the normal vector to the hyperplane, b  is a real number, and )( ixφ  is a mapping from 

mR to a higher dimensional space, such as nR . 

 

The idea of the learning program SVM is to find a hyperplane such that the distance between the closest 

vectors (called the margin) from each class is maximized. This is done by solving the following 

optimization problem [13]: 
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The hyperplane obtained from the optimization problem is Hard-Margin SVM. However, it is not always 

possible to find a hyperplane such that the data is completely separated; that is, every data point of 

class 1 is on one side of the hyperplane and every data point of class 2 is on the other side of the 

hyperplane. Therefore the optimization problem must be modified to allow some misclassifications. The 

Soft-Margin SVM [14] and [15] can be obtained by solving the following modified optimization problem: 
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where iξ  are error variables and λ  is the regularization parameter 

 

Instead of calculating the mapping ϕ, support vector machines using a function called the kernel 

function. The three standard kernel functions are linear, polynomial, and radial basis function (RBF). 

These are given by: 

Linear kernel:          j
T
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Polynomial kernel: ,)(),( d
j
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RBF kernel:          ),exp(),( 2
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There are some efficient algorithms to the L2-SVM problems. Based on the dual programming of 

problem (9) or (10), a primal-dual interior-point method is proposed for solving the SVM problems [12]. 

Keerthi and DeCoste in paper [14] propose modified Newton methods. A trust region Newton method 

[15] is proposed for logistic regression L2-SVM. A Dual Coordinate Descent Method for Large-scale 



Linear SVM is proposed in paper [1].  

 

 

4. EXPERIMENTAL CLASSIFICATION RESULTS AND ANALYSIS 
 

In this paper, the SVM with kernel functon is calculated by the software LS-SVMlab version 1.7 [3]. 

LS-SVMlab is a toolbox for the computing software Matlab. For details of the software and its 

application, we refer the reader to the software website, http://www.esat. kuleuven.be/sista/lssvmlab. 

The graphical representation of the LS-SVMlab toolbox was slightly modified to convey the chatbot 

data. All the algorithms are run in the MATLAB 7.0 environment on a Inter Core2 D2.0GHz personal 

computer with 2.0 GB of RAM. 

 

4.1 The analysis and preprocessing of chatbots data sets 
 

We modify the data sets before they are inputed into the SVM algorithm. For each point in the 508 

sample points, four values are computed, including arithmetic mean of IMDelay, arithmetic mean of  

wordcount, the normalized Shannon entropy or normalized ApEn of IMDelay, and the normalized 

Shannon entropy or normalized ApEn of wordcount. For the chatbot data, a class label of 1 was given to 

a computer participant and a class label of −1 was given to a human participant. 

 

The number of conversations and the number of sample points at each year are shown in   Table 1. In 

addition, we also give the ratio between number of conversation and number of sample points. The ratio 

denotes the average number of message at each conversation in the same year. Table 1 shows that the 

largest average number of message is in 2008 year among the five years. In an internet conversation, 

smaller number of messages mean more difficult to distinguish human from robot. We pick up the data 

sets in 2008 to test the accuracy results with the sample points at the same year. The results will be 

shown in Table 2. Table 1 also shows that the average number of sample point in 2004 is smaller than 

that in the other years except 1996. For the normalize Shannon Entropy and normalized ApEn, the 

longer the time series is, the more efficient the entropy value is. We pick up the data sets in 2004 to test 

the accuracy results with the sample points at the same year. The results will be shown in Table 3. 

 

Table 1. Data Sets at each year 

Year Number of 

conversations 

Number of Message Ratio 

1996 30 3125 104.1 

1997 50 1496 29.9 

2004 24 1302 54.3 

2005 29 1124 38.8 



2008 121 2259 18.7 

 

 

4.2 Parameter design 
 

As is known to all, parameter estimation in kernel function for SVM is very important. For example, 

parameter σ  is very important for RBF kernel, and degree parameter d  is also crucial to polynomial 

kernel. Appropriate parameters mean higher accuracy for SVM.  

 

LS-SVMlab software provide some cross validation methods to estimate and tune the parameters, such 

as leave-one-out cross validation, L-fold cross validation, generalized cross validation, etc. However, 

these methods cost a considerable amount of CPU time for tuning the parameters. So we obtain the 

parameter based on an exhaustive search in a limited range. We obtain parameter σ  by an exhaustive 

search in a range from 0.1 to 2.5 with searching interval 0.1. The degree parameter d is generated by 

exhaustive search in a range from 1 to 10. We select sample points from 5, 10, 15 and 20 conversations 

in 2008 as the training data with two values are selected, only including normalized ApEn of IMDelay 

and wordcount, and use SVM with polynomial kernel to test the variety of accuracy performance with 

parameter d . The simulation result is shown in Figure 1.  Figure 1 shows the best degree for the 

polynomial kernel is two to our test data sets. The better degree for the polynomial kernel mainly 

focuses on low degree from 1 to 4, that is to say { }4321 ，，，∈d  is the better choice.  

 

Although the exhaustive search in a limited range is simple, it can obtain a relative better parameter with 

lower CPU time cost.  

 

For Normalized ApEn, we select  parameter with { } 25.0,2 ，1 =∈ rm . The destination of simulation is to 

distinguish the robot from human in the conversations, so we use the number of conversations to 

determine the training and testing sample points. The random sample points from different number of 

conversations are generated as the training sets and the remaining sample points besides the training 

sample points are generated as the testing sets. In addition, the data sets are divided into 5 data sets 

based on the different year. 

 

In the first simulation example, we select different kinds of number of conversations as the training 

sample points to test accuracy of remaining data based on the two different kernel functions at the same 

year. We only choose the data sets from 2008 and 2004. We do 50 random simulations, and obtain the 

average accuracy and CPU time performances. The results for the LS-SVM using the random sample 

with the polynomial, and RBF kernels are given in Table 2 and Table 3, respectively. 



1 2 3 4 5 6 7 8 9 10
0.73

0.74

0.75

0.76

0.77

0.78

0.79

0.8

0.81

0.82

0.83

A
cc

ur
ac

y

Degree of Polynomial

5 conversations
10 conversations
15 conversations
20 conversations

 
Figure 1. The variety of accuracy with the parameter d 

 

4.3 Simulation results 
 

Table 2. The simulation results in 2008 year 

Polynomial Kernel RBF Kernel 

Number Mean Normalized 

Entropy 

Normalized 

ApEn 

Mean Normalized 

Entropy 

Normalized 

ApEn 

5 78.98% 76.34% 73.60% 81.63% 80.71% 80.17% 

10 80.75% 79.86% 77.13% 82.10% 81.19% 80.65% 

15 81.27% 81.60% 80.23% 83.30% 81.83% 81.03% 

20 81.94% 83.41% 81.43% 84.17% 82.96% 81.25% 

25 83.02% 85.54% 82.80% 84.72% 83.32% 81.81% 

30 83.90% 85.89% 83.72% 85.54% 83.88% 82.42% 

35 84.26% 86.40% 84.40% 85.26% 84.16% 83.10% 

40 84.43% 86.18% 84.92% 84.96% 84.03% 83.37% 

45 84.88% 86.56% 85.51% 84.41% 83.80% 83.36% 

50 85.02% 87.00% 86.32% 83.84% 83.81% 83.74% 

55 84.76% 86.77% 86.24% 83.73% 84.01% 83.87% 

60 84.55% 86.56% 86.47% 84.03% 84.06% 84.22% 

 

In Tables 2-4, “Number” denotes the number of conversations for training data sets, “mean” presents 

the accuracy to distinguish human from robot only using the arithmetic mean of IMDelay and wordcount, 

“Normalized Entropy” means the accuracy using four values, including the arithmetic mean and 

normalized Shannon entropy of IMDelay and wordcount, and “Normalized ApEn” denotes the accuracy 



using four values, including the arithmetic mean and normalized ApEn of IMDelay and wordcount. 

The results in Table 2 show the following conclusions: Firstly, the more sample points can obtain higher 

accuracy. But for the polynomial kernel based on “Mean” and “Normalized Entropy” data sets, when the 

number of conversations exceeds 50, the overfitting phenomenon occurs. For the RBF kernel based on 

“Mean” and “Normalized Entropy” data sets, when the number of conversations exceeds 30 and 35, the 

overfitting phenomenon occurs. Secondly, the accuracy of the SVM based on the “Normalized Entropy” 

data set is higher than that of the SVM based on “Normalized ApEn”. 

 

Table 3. The simulation results in 2004 year 

Polynomial Kernel RBF Kernel 

Number Mean Normalized 

Entropy 

Normalized 

ApEn 

Mean Normalized 

Entropy 

Normalized 

ApEn 

2 69.37% 73.23% 68.69% 77.68% 76.71% 76.13% 

4 81.88% 84.43% 81.18% 86.29% 86.52% 89.08% 

6 87.90% 86.48% 88.47% 90.61% 91.46% 95.02% 

8 90.73% 90.55% 89.83% 91.62% 92.69% 96.96% 

10 90.80% 91.03% 92.64% 91.72% 92.87% 97.24% 

12 92.00% 91.07% 93.84% 92.00% 95.07% 97.84% 

14 91.34% 93.07% 93.07% 91.34% 94.80% 98.70% 

16 94.11% 94.11% 96.07% 92.81% 96.73% 99.34% 

18 93.40% 96.70% 97.80% 98.90% 98.90% 100% 

20 93.33% 97.77% 97.77% 100% 100% 100% 

 

The results in Table 3 show the following conclusions: Firstly, the more sample points used, the higher 

accuracy we can obtain. But for the polynomial kernel based on “Mean” data sets, when the number of 

conversations exceeds 16, the overfitting phenomenon occurs. Secondly, the accuracy of the SVM 

based on the “Normalized ApEn” data set is higher than that of the SVM based on “Normalized 

Entropy”. 

 

Coupled with the results in Table 1, the results in Tables 2 and 3 show the normalized ApEn is a more 

efficient metric when the length of time series is longer. So, the normalized ApEn is a good metric for 

chatbot data sets to distinguish human from bots. 

 

At the same time, we select 30 conversations as the training samples to predict the remaining data 

based on the polynomial kernel and RBF kernel in 2008. Two kinds of different sample data sets with 

two values are selected, only including normalized Shannon Entropy or normalized ApEn of IMDelay 

and wordcount. The results are shown in Figures 2-5.Firgure 2 and Firgure 5 show the training results 

based on normalized ApEn of IMDelay and wordcount.  Firgure 3-4 show the training results based on 



normalized Shannon Entropy. 
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Figure 2: Training result of SVM with polynomial kernel based on Normalized ApEn 
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Figure 3: Training result of SVM with polynomial kernel based on Normalized Shannon Entropy 

 

Figures 2 to 5 show the training results of SVM with RBF kernel function and polynomial kernel are 

efficient both based on normalized Shannon entropy and normalized ApEn data set in selected year. 

We also can find that the SVM is a good classifier for chatbot data sets. 

 

In the second simulation example, we use the different data sets from different years to test the 

accuracy of the data sets in all the years. We select the training samples from 10 conversations, and we 



also use the RBF kernel function. We do 50 random simulations, and obtain the ave rage accuracy and 

CPU time performances. The results are shown in Table 4. In Table 4, “Max” represents the maximal 

accuracy among the results based on three kinds of sample points in the same year. 

 

The results in Table 4 show that the accuracy predicted by the same year is higher than that by the 

different year except 2005 year. The minimal accuracy among the ”Max” rows is 67.23%, which use the 

train sample point in 2004 to classify the data in 1996. 

 

From above analysis, LS-SVM method can obtain good classification results for chatbot data sets. 
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Figure 4: Training result of SVM with RBF kernel based on Normalized Shannon Entropy 
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Figure 5: Training result of LS-SVM with RBF kernel based on Normalized ApEn 



 

Table 4. Accuracy comparison among different year’s data set 

Year Metric 1996 1997 2004 2005 2008 

Mean 88.39% 79.01% 78.25% 78.95% 87.14% 

Normalized Entropy 83.28% 76.43% 77.54% 77.19% 83.73% 

Normalized ApEn 82.46% 75.87% 78.49% 76.80% 80.04% 
1996 

Max 88.39% 79.01% 78.25% 78.95% 87.14% 

Mean 75.77% 77.70% 63.20% 68.01% 76.30% 

Normalized Entropy 76.17% 84.09% 77.72% 74.72% 80.11% 

Normalized ApEn 73.38% 80.95% 77.60% 73.89% 79.01% 
1997 

Max 76.17% 84.09% 77.72% 74.72% 80.11% 

Mean 63.16% 72.05% 91.72% 90.06% 59.78% 

Normalized Entropy 67.23% 74.81% 92.87% 88.89% 75.93% 

Normalized ApEn 66.21% 74.28% 97.24% 85.61% 76.21% 
2004 

Max 67.23% 74.81% 97.24% 90.06% 76.21% 

Mean 71.36% 79.80% 91.81% 92.05% 68.65% 

Normalized Entropy 73.39% 80.00% 92.87% 86.67% 75.68% 

Normalized ApEn 71.36% 80.96% 93.09% 91.67% 75.46% 
2005 

Max 73.39% 80.96% 93.09% 92.05% 75.68% 

Mean 77.70% 69.90% 75.08% 73.92% 82.10% 

Normalized Entropy 68.47% 66.91% 78.63% 72.40% 81.20% 

Normalized ApEn 67.65% 68.40% 81.75% 75.83% 80.66% 
2008 

Max 77.70% 69.90% 81.75% 75.83% 82.10% 

 

 

5. CONCLUSION AND FURTHER STUDY 
 

In this paper, two marked features and three metric are used for the chatbot data sets to classify human 

with bots in the chatbot text-based communications. Among the three metrics, normalized ApEn is 

introduced by us.  Simulation results have shown that the support vector machine classifier with the new 

metric is an efficient and reliable classification method for chatbot data sets. We will continue working 

on this research in the future about following topics. Firstly, we will find some efficient kernel functions 

specifically for the chatbot data sets. Now we are testing multiscale kernels, such as wavelet kernel 

functions. An efficient kernel will improve the accuracy of classification. Secondly, the differences 

between the distributions for the IMDelay data for the computer and for the human data indicate that the 

IMDelay parameter is more sensitive than the Wordcount parameter. Since this is the case, IMDelay will 

be better than Wordcount in analysis. Our future study is to build a model for discrimination testing 

between human and machine. We will introduce weight functions so that the IMDelay parameter has 



more influence than the Wordcount parameter. Finally, we will extract other features  from the raw 

chatbot data sets as the input data with IMDelay and Wordcount. 

 

We also noticed that there are many other new methods based on optimization, system control theory 

and such have been developed in the related areas, for example, [16], [23], [26], and [29], to name a few.  

We will integrate these new methods to supplement whatever important aspects to our future study. It is 

also remarkable that the advatage of ApEn(m, r) is its multiscale property and robostics, which 

determined by the window size (or the embeding dimension) parameter m, and the thresholding 

parameter r. These two parameters are tunable and data dependent.  The experiment results reported 

in this paper are based on fixed parameter ApEn(m, 0.25), m=1, 2. The selection rule for optimal 

parameters for natual languenge processing related problem is under our investigation with potential 

results will be reported in near future. 
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