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ABSTRACT

Echo State Networks (ESN) are a special form of recurrent neural networks (RNNs), which allow for the black box modeling of nonlinear dynamical systems. A unique feature of an ESN is that a large number of neurons (the “reservoir”), whose synaptic connections are generated randomly, is used in such that only the connections from the reservoir to the output modified by learning. The computation of optimal weights can then be achieved by a simple linear regression in an offline manner. ESNs have been applied to a variety of tasks from time series prediction to dynamic pattern recognition with great success. In many tasks, however, an online adaptive learning of the output weights is required. Harmony Search (HS) algorithm shows good performance when the search space is large. Here we propose HS algorithm for training echo state network in an online manner. In our simulation experiments, the ESNs are trained for predicting of three different time series including Mackey-Glass, Lorenz chaotic and Rossler chaotic time series with four different algorithms including Recursive Least Squares (RLS-ESN), Particle Swarm Optimization (PSO-ESN), and our proposed methods (HS-ESN and HS-RLS-ESN). Simulation results show that HS-ESN is significantly the fastest algorithm for training ESN whereas can effectively meet the requirements of the output precision. HS-RLS-ESN algorithm firstly uses HS to close to solution region then it uses RLS to obtain less error. HS-RLS-ESN is slower than HS-ESN and faster than RLS-ESN, but its generality power is very close to RLS-ESN.
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1. INTRODUCTION

In traditional implementations of Recurrent Neural Networks (RNNs), all weights were trained to adjust the output. It means that the standard training procedures for RNNs have a high computational complexity and sometimes, could only find local minimum, therefore, the size of these RNNs was usually limited to 3 to 30 internal units. In the Echo State Neural Network (ESN), which was proposed and developed by Herbert Jaeger (2001), the reservoir is generated randomly and only the readout is trained (Lukosevicius et al. 2007, Jaeger et al. 2007). In contrast to traditional RNNs, ESNs are therefore usually quite large, with hundreds or even thousands of internal units (Lukosevicius et al. 2009).

The ESNs have drawn great interest in theoretical and practical perspectives. In theoretical development of ESN, studying the various ESN schemes (Rodan et al. 2011, Gallicchio et al. 2013, Najibi et al. 2015), improving the reservoir (Schrauwen et al. 2008, Hongyan et al. 2014), ESN with wavelet neurons (Niu et al. 2012, Cui et al. 2013), using different reservoir units (Jaeger et al. 2007), scrutinizing the output units (Holzmann et al. 2010, Chatzis et al. 2011), have been carried out. Moreover, different definition of Echo State Property (ESP) has been explained in (Manjunath et al. 2013, Yildiz et al. 2012), the influence of the memory length on predictive abilities of ESNs has been studied in (Babinec et al. 2011), and the interaction between the driving output feedback and the internal reservoir dynamics in ESNs has been investigated in (Lohmann et al. 2012).

Although the theoretical research of ESN is still at an early stage, it have been successfully applied to various practical tasks, e.g., chaotic time series prediction (Han et al. 2015), ionosphere disturbances behaviour modelling (Massinas et al. 2013), communication channel equalization, noise modelling (Jaeger et al. 2004), dynamical pattern recognition (Ozturk et al. 2007), gene regulatory network modelling (Zhang et al. 2008), speech recognition (Skowronsni et al. 2006), reinforcement learning (Bush et al. 2005), language modelling (Tong et al. 2007), prediction of telephone calls load (Bianchi et al. 2015), prediction of blast furnace gas flow (Zhang et al. 2016), and image restoration (Duan and Wang 2016). Furthermore, a practical guide to applying ESNs was presented in (Lukosevicius 2012).

Some applications require online model adaptation, which means online ESN training; in such cases one can use Least Mean Square (LMS) algorithm for training ESN output, although its convergence performance is unfortunately severely impaired by large eigenvalue spreads of cross-correlation matrix of internal network states (Liebald 2004). An alternative to LMS, the Recursive Least Squares (RLS) algorithm, is insensitive to the detrimental effects of eigenvalue spread and boasts a much faster convergence. The downside is that RLS is computationally more expensive and notorious for numerical stability issues (Jaeger 2007).

On the other hand, training of an ESN can be considered as a general optimization problem. However, various optimization approaches have been recently used in many practical and real applications, while evolutionary methods have attracted more attentions (Martin et al.
Different evolutionary-based optimization algorithms like Genetic Algorithm (GA) (Dongming et al. 2005), evolution and learning (Chatzidimitriou and Mitkas, 2013), Artificial Fish Swarm Algorithm (ASFA) (Wang and Ping Guo, 2014), and Particle Swarm Optimization algorithm (PSO) (Song et al. 2009, Heshan et al. 2015) are further options for training ESN output connections, such algorithms don’t require initial values and uses a random search instead of a gradient-based search, so derivative information is unnecessary.

Recently, Harmony Search (HS) optimization algorithm which is inspired by music phenomenon was proposed. Geem et al. (2001) developed a new HS meta-heuristic algorithm that was conceptualized using the musical process of searching for a perfect state of harmony. Although the HS algorithm is a comparatively simple method, it has been successfully applied to various optimization problems. It has been showed that for problems with large dimensions, HS optimization is more effective and faster than some other evoluationary methods (Wang et al. 2015). In this paper, we firstly use HS algorithm for fast ESN online training. Then, we combine classical RLS with HS algorithm for ESN online training to establish a tradeoff between training speed and output accuracy.

The remainder of this paper is organized as follows. In Section 2, we present a brief review on the ESN model, the echo state property and offline training algorithm. This is followed by review on online training algorithms in Section 3. In Section 4, we present a brief review on the harmony search algorithm which we used for ESN training. Our proposed online training algorithms for ESN, including HS-ESN and HS-RLS-ESN are presented in section 5. Simulation results of different online learning of ESN on different time series prediction and discussions about obtained results are given in Sections 6 and 7, which demonstrates the performance of our proposed HS-ESN and HS-RLS-ESN algorithms in compassion with other online learning algorithms. Finally, we briefly conclude our work in Section 8.

2. ECHO STATE NETWORK

ESN as a special form of recurrent discrete-time neural network, which is shown schematically in Figure 1, is fully characterized by its weight matrices and activation functions. In general, the classical ESN consists of K input units \( u(n) = (u_1(n), \ldots, u_K(n))^T \), N internal units \( x(n) = (x_1(n), \ldots, x_N(n))^T \), L output units \( y(n) = (y_1(n), \ldots, y_L(n))^T \), an \( N \times K \) input weight matrix \( W_{in} \), an \( N \times N \) internal weight matrix \( W \) (reservoir), an \( L \times (K+N+L) \) output weight matrix \( W_{out} \), possibly an \( N \times L \) back projection weight matrix \( W_{back} \), an activation function \( f \) (usually \( \tanh \) or another sigmoid function) and an output function \( f_{out} \) (usually the identity).
Input signals are fed into the input units and propagate into the internal units. The activation of internal units is updated according to:

$$x(n+1) = f(W^\text{in}u(n+1) + Wx(n) + W^\text{back}y(n))$$  \hspace{1cm} (1)$$

The output is computed according to:

$$y(n+1) = f^\text{out}(W^\text{out}[u(n+1) \ x(n+1) \ y(n)])$$  \hspace{1cm} (2)$$

$[u(n+1) \ x(n+1) \ y(n)]$ is the concatenation of the input, internal, and previous output activation vectors.

In order to correctly working the ESN approach, the reservoir should satisfy the so-called Echo State Property (ESP): the state of the reservoir $x(n)$ should be uniquely defined by the fading history of the input $u(n)$. It means that for a long enough input $u(n)$, the reservoir state $x(n)$ should not depend on the initial conditions of the input. For most practical purposes, the ESP can be easily satisfied by merely ensuring that the reservoir weight matrix $W$ is contractive, i.e., by scaling the reservoir weight matrix so that its spectral radius $\rho(W)$, which is defined as its largest absolute eigenvalue, is less than one (Venayagamoorthy et al. 2009).

As shown in Figure 1, the only trainable connections are $W^\text{out}$, which is leading from the internal units ($x(n)$) to the output units, while all other connections remain fixed. This gives us the possibility to employ each of arbitrary fast linear regression algorithms for training. The training error to be minimized can be expressed by Mean Square Error ($MSE$) as:

$$MSE = \frac{1}{T} \sum_{n=1}^{T} \|d(n) - y(n)\|$$  \hspace{1cm} (3)$$

where $T$ is the number of training data, $d(n)$ and $y(n)$ are the desired and output vectors, respectively.
In summary, to use ESN in an application, it is necessary to build, train and then finally exploit the ESN, which are explained here:

### 2.1. Building an untrained ESN

At the first step, it is necessary to build an untrained ESN \((W^{\text{in}}, W, W^{\text{back}})\) which has the echo state property:

a. Generate a random weight matrix \(W_0\) that obviously the crucial parameter is \(N\), which is the number of units in the reservoir. Although the reservoir size \(N\) is task-dependent. As a rule of thumb, reservoir sizes are usually selected between 1/10 to 1/2 of number of samples in the training data set (Song et al. 2010).

b. Normalize matrix \(W_0\) to matrix \(W_1\) with spectral radius \(\lambda_{\text{max}}\) of \(W_0\) as \(W_1 = W_0 / \lambda_{\text{max}}\). \(W_1\) has now unit spectral radius.

c. Scale matrix \(W_1\) to matrix \(W = \alpha W_0\) where \(\alpha \leq 1\), it means that \(W\) has now a spectral radius of \(\alpha\). One of the most central global parameters of an ESN is spectral radius of the reservoir connection matrix \(W\), the spectral radius determines how fast the influence of an input dies out in a reservoir with time, and how stable the reservoir activations is.

d. Generate random weight matrices \(W^{\text{in}}\) and \(W^{\text{back}}\). Based on practical experiences, sparse connections tend to give a slightly better performance (Jaeger 2013). So, connect each reservoir unit to a small fixed number of other units (e.g. 10 on average), irrespective of the reservoir size. Exploit this reservoir sparsely results in improving computation speed.

### 2.2. Training and exploiting the ESN

As previously mentioned, to train the ESN dynamics, only the the output weights \(W^{\text{out}}\) should be trained, which can be done in the following offline manner:

a. Initialize arbitrarily the state of the units.

b. Run the ESN by driving it with the training input signal and by applying update equation (1).

c. Collect remaining input and network states row-wise into a matrix \(M\). Usually some initial portion of the states thus collected are discarded for a washout of the arbitrary (random or zero) initial reservoir state needed at time the first iteration.

d. Collect simultaneously the remaining training pre-signals into a column vector \(T\).

e. Compute the output weights \(W^{\text{out}}\) by multiplying the pseudo-inverse of \(M\) with \(T\), as:

\[
W^{\text{out}} = (M^{-1}T)^T
\]

(4)

In fact, the \(i^{th}\) column of \(W^{\text{out}}\) contains output weights from all network units to the \(i^{th}\) output unit.

After training, the network \((W^{\text{in}}, W, W^{\text{back}}, W^{\text{out}})\) is now ready for exploitng, it can be driven by an untrained input sequences \(u(n)\), using the update equations (1) and (2), to produce the
output. More details of the offline training algorithm for the ESN can be found in (Jaeger 2013).

3. ONLINE TRAINING ALGORITHMS

The offline algorithm have been applied to a variety of tasks with great success, however, in many tasks that reservoir states have feedback connection from output units or parameters change during the actual task, an online adaptive learning of the output weights is required. For example, when the characteristics of the noise change over time, the ESN needs to modify its internal parameters adaptively.

The most well-known online learning algorithm, the Least Mean Square (LMS) algorithm, however, is difficult to use with ESNs as the cross-correlation matrix of internal states shows a large eigenvalue spread. This leads to a very slow convergence behaviour of the weight vector $W_{\text{out}}$, rendering the LMS algorithm useless with current ESN implementations. So far, ESN tasks that required online learning of weights employed the Recursive Least Square filter algorithm (Song et al. 2011). However, RLS algorithm has a number of disadvantages: It has higher computational cost (quadratic in filter length) and space complexity, it is more difficult to implement and can fall prey to instability (Jaeger 2002).

For ESN, Song and Feng (2009) show that the output connection weight ($W_{\text{out}}$) adaptation problem can be considered as a kind of constrained optimization problem, which results in a sufficient condition for the asymptotic stability. Therefore, they proposed using Particle Swarm Optimization Echo State Network (PSO-ESN) to solve the optimization problem and computing the output connection weight $W_{\text{out}}$.

4. HARMONY SEARCH ALGORITHM

The harmony search algorithm is an optimization technique inspired by music phenomenon. Just as musical instruments are played with certain discrete musical notes based on musician’ experiences, or randomness in an improvisation process, so design variables can be assigned with certain discrete values based on computational intelligence or randomness in the optimization process (Lee et al. 2005)(Wang et al. 2015). Just as musicians improve their experiences based on an aesthetic standard, design variables in computer memory can be improved based on objective function.

HS algorithm includes a number of optimization operators, such as the Harmony Memory (HM), the Harmony Memory Size (HMS, number of solution vectors in harmony memory), the Harmony Memory Considering Rate (HMCR), and the Pitch Adjusting Rate (PAR). In the HS algorithm, the harmony memory stores the feasible vectors, which are all in the feasible space. The harmony memory size determines how many vectors it stores. Then a new vector
is generated (next we explain how) and if the new harmony is better than existing worst harmony in the HM, the new harmony is included in the HM and the worst harmony is excluded from the HM. This procedure is repeated until fantastic harmony is found. The optimization procedure of the HS algorithm is shown in Figure 2 and for better understanding, briefly described in the following subsections, the whole steps of the harmony search algorithm could be found in (Geem 2009, Lee et al. 2004) (Wang et al. 2015).

1. Initialize the problem and algorithm parameters: First, the optimization problem is specified, a suitable objective function (f(x)), a set of decision variable (x_i) and the set of possible range of values for each decision variable (X_i). Then the HS algorithm parameters that are required to solve the optimization problem are also specified in this step: HMS (number of solution vectors), HMCR, PARMAX, PARMIN, bwMAX, bwMIN and NI (the maximum number of searches).

![Figure 2. HS algorithm optimization procedure.](image-url)

2. Initialize the harmony memory: In this step, the harmony memory matrix is filled with many randomly generated solution vectors as the size of the HMS, and then sorted by the values of the objective function f(x).

3. Improvise a new harmony: A new harmony vector \( x^t = (x_1^t, ..., x_n^t) \) is generated based on three rules as following:
where \( D \) is random value between -1 to +1. Every component chosen by harmony consideration (with probability \( HMCR \)) is examined for pitch adjustment based on the following rule, pitch adjusting decision given as:

\[
x'_i \leftarrow \begin{cases} 
\text{yes} & \text{with probability } PAR(gn) \\
\text{no} & \text{with probability } 1 - PAR(gn)
\end{cases}
\]

The value of \((1-PAR(gn))\) sets the rate of doing nothing. If pitch adjustment decision for \( x'_i \) is yes, \( x'_i \) is modified as:

\[
x'_i = x'_i + bw(gn) \times \text{rand}()
\]

where \( \text{rand}() \) is a random number between 0 and 1 and \( bw \) is an arbitrary distance bandwidth which is dynamically changed as a function of generation number \( gn \), as follows:

\[
bw(gn) = bw_{\min} \exp(c \cdot gn) \\
c = \frac{\ln(bw_{\min})}{\ln(bw_{\max})} \\
PAR(gn) = PAR_{\max} - \frac{PAR_{\max} - PAR_{\min}}{NI} \cdot gn
\]

4. Update the HM: The new memory is judged in terms of the objective function value (fitness function \( f(x) \)) and if the new memory is better than the previous memory in the HM, then new harmony memory is included in the HM and, the existing worst harmony is excluded from the HM.

5. Check for stopping criteria: If maximum number of improvisations is reached, then stop, otherwise steps 3 and 4 are repeated.

The common factor in meta-heuristic algorithms is that they combine rules and randomness to imitate natural phenomena. Compared to gradient based mathematical optimization algorithms, the HS algorithm imposes fewer mathematical requirements to solve optimization problems and does not require initial starting values for the decision variables. The HS algorithm uses a stochastic random search based on the \( HMCR \) and \( PAR \), which effectively guide a global search rather than a gradient search, so that derivative information is unnecessary. Furthermore, the HS algorithm generates a new vector after considering all of the existing vectors based on the \( HMCR \) and the \( PAR \), rather than considering only two
(parents) as in genetic algorithms. These features increase the flexibility of the HS algorithm and produce better solutions.

Moreover, for optimization problems with large dimensions, HS algorithm is more effective and faster than some other evolutionary methods (Wang et al. 2015). As previously mentioned, ESN reservoir is usually large in practical applications, which results in large dimension of $W_{out}$. Therefore it is expected that HS algorithm works well for ESN online training.

5. PROPOSED TRAINING ALGORITHMS: HS-ESN AND HS-RLS-ESN

In this paper, we propose two training algorithms for ESN neural networks. The first one is HS-ESN that is similar to PSO-ESN (Mahdavi et al. 2007), but it replaces HS instead of PSO which results in more accurate and faster learning. Our simulation results show that HS-ESN is very faster that RLS-ESN, but its accuracy is lower. The following steps explain our proposed HS-ESN in details:

1. Build an untrained ESN ($W^i_n, W, W^\text{back}$) (subsection 2.1)
2. Consider the training dataset for the ESN ($u(n)$: training inputs, $d(n)$: desired outputs)
3. Compute the ESN internal state ($x(n)$) after applying the training inputs ($u(n)$) using Equation (1)
4. Initialize the parameters of HS optimization algorithm (which are described in the step 1 of “Harmony Search Algorithm”, section 4). The HS objective function is $MSE$ of ESN training dataset ($u(n), d(n)$), which can be computed by Equations (1) through (3).
5. Generate $HMS$ random ESN output matrix ($W_{out}$), sort them by the values of the objective function $MSE$, and put them in HM (which are described in the step 2 of “Harmony Search Algorithm”, section 4).
6. Run HS optimization algorithm to compute the best ESN output matrix ($W_{out}$) (which are described in the steps 3 trough 5 of “Harmony Search Algorithm”, section 4). The stopping criteria for HS algorithm are maximum number of improvisations or achieving to a desired $MSE$.

In many applications, the accuracy of HS-ESN is sufficient but there may some applications which need more accuracy. The accuracy of RLS-ESN is the best but it is execution time is very high which is not suitable for many online training. Therefore, we also propose another training algorithm, HS-RLS-ESN, which firstly uses HS for a pre-training based on a part of training dataset, and then it complementary trains by RLS based on the remained training dataset, in order to improve its accuracy. The following steps explain our proposed HS-RLS-ESN method, briefly:

1. Pre-train ESN with 80% of training dataset using HS-ESN algorithm.
2. Retrain the pre-trained ESN with the remained 20% of training dataset using RLS algorithm.
Our simulation results show that HS-RLS-ESN establishes a trade off between HS-ESN and RSL-ESN, from points of accuracy and execution time.

6. SIMULATION RESULTS

In this section, three illustrative examples are given to demonstrate the performance of our proposed online ESN HS algorithm that trained ESN (HS-ESN) for prediction of the Mackey-Glass, Lorenz, and Rossler chaotic time series. The prediction performance is measured by the mean squared error on the both train (MSE\text{train}) and test (MSE\text{test}) sequence as well as execution time during network training. In all experiments, 90% of generated data is considered as train data and, the remained 10% is considered as test data. To investigate the results statistically, the experiments are carried out over 10 runs from different random initial points, and the averages and standard deviations are reported. All the experiments were carried out in MATLAB 2010a environment, by the personal computer with CPU speed of 2.67GHz and RAM size of 4.00GB.

The size of reservoir ($W$) is chosen as 500×500 for all simulations and, the spectral radius of $W$ is chosen as 0.95, for the first and third experiments and 0.90 for the second experiment, which will guarantee the reservoir to work in stable regions. The sparsity of $W$ is also set to 10%.

In ESN-based time series prediction, the direct connection from input to output and $W^{\text{back}}$ are not necessary. Since the ESN with one output is enough, it means that the size of $W^{\text{out}}$ is 1×500. Moreover, for ESN with R input unit, the size of $W^{\text{in}}$ is 500×R, in which R is dependent to necessary delay time and the embedded dimension of chaotic time series. The sparsity of $W^{\text{in}}$ is also set to 5% and the weights of $W^{\text{in}}$ are generated by a uniform random generator in interval of [-1,+1].

The length of training sequence pairs {$u(n),d(n)$} is 3500 in which the first 500 samples will be discarded to wash out the initial transient. The zero-mean Gaussian noise is also added to the original time series, and the noise level (ratio between the standard deviation of noise and the signal standard deviation) is 20%. The length of the validation set is 500. It is noted that the validation set is still noisy (noise level is 20%), because the noiseless test data set is not available before the predictor is created.

For all examples presented in this paper, the HS algorithm parameters set to $HMS=10$, $HMCR=0.8$, $PAR_{\text{max}}=0.5$, $PAR_{\text{min}}=0.1$, $bw_{\text{max}}=0.4$, $bw_{\text{min}}=0.1$, $D\in\{-0.4,-0.2,0,0.2,0.4\}$ and $NI=500$. The weights of all initial $W^{\text{out}}$ for primary HM are generated by a uniform random generator in interval of [-1,+1].

To further demonstrate the performance of the proposed algorithms, HS-ESN and HS-RLS-ESN, two other algorithms, RLS-ESN and PSO-ESN, are used to compare the prediction results. For HS-RLS-ESN training algorithm, in all simulations, 80% of the training datasets
are considered for pre-training by HS and the remained 20% are considered for complementary training by RLS.

### 6.1. Mackey-Glass time series

The Mackey-Glass time series is derived from a time-delay differential system with the form (Mackey et al. 1997)

\[
\frac{dx}{dt} = \beta x(t) + \frac{\alpha x(t-\delta)}{1 + x(t+\delta)^\mu}
\]  

(10)

where \( x(t) \) is the value of time series at time \( t \). The system is chaotic for \( \delta \leq 16.8 \), and the parameter values are chosen as \( \beta = -0.1, \alpha = 0.2 \) and \( \delta = 17 \). The data set is constructed using second-order Runge-Kutta method with a step size of 0.1. The embedded data vector consists of four values of the time series \( u_{MG}(n)=\{x(n) \ x(n-6) \ x(n-2\times6) \ x(n-3\times6)\} \), where the delay time and the embedded dimension for phase space reconstruction are six and four (Kennel et al. 1992). Therefore, for Mackey-Glass chaotic time series, \( \text{W}^\text{in} \) dimension of ESN is 500×4. Table 1 summarizes the averages and standard deviations of MSEs (training and testing) and execution times, over 10 runs, by applying the four different training algorithms for prediction of the Mackey-Glass chaotic time series. In this table, the standard deviations are in parenthesis.

Table 1: Performances of different ESN training algorithms for prediction of Mackey-Glass chaotic time series. The averages and standard deviations of MSE (training and testing) and execution times are reported separately, over 10 runs. The standard deviations are also reported in parenthesis.

<table>
<thead>
<tr>
<th>Training algorithm</th>
<th>MSE\text{\textsubscript{train}}</th>
<th>MSE\text{\textsubscript{test}}</th>
<th>Execution time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO-ESN</td>
<td>1.77×10\textsuperscript{-6}</td>
<td>1.31×10\textsuperscript{-4}</td>
<td>327.0</td>
</tr>
<tr>
<td></td>
<td>(3.94×10\textsuperscript{-6})</td>
<td>(2.68×10\textsuperscript{-4})</td>
<td>(7.2)</td>
</tr>
<tr>
<td>HS-ESN</td>
<td>4.16×10\textsuperscript{-7}</td>
<td>7.91×10\textsuperscript{-6}</td>
<td>232.3</td>
</tr>
<tr>
<td></td>
<td>(3.23×10\textsuperscript{-7})</td>
<td>(1.04×10\textsuperscript{-5})</td>
<td>(6.9)</td>
</tr>
<tr>
<td>RLS-ESN</td>
<td>8.11×10\textsuperscript{-9}</td>
<td>1.76×10\textsuperscript{-7}</td>
<td>1549.5</td>
</tr>
<tr>
<td></td>
<td>(6.54×10\textsuperscript{-9})</td>
<td>(1.34×10\textsuperscript{-7})</td>
<td>(15.5)</td>
</tr>
<tr>
<td>HS-RLS-ESN</td>
<td>5.49×10\textsuperscript{-8}</td>
<td>3.79×10\textsuperscript{-7}</td>
<td>933.4</td>
</tr>
<tr>
<td></td>
<td>(6.61×10\textsuperscript{-8})</td>
<td>(2.40×10\textsuperscript{-7})</td>
<td>(7.5)</td>
</tr>
</tbody>
</table>
## 6.2. Lorenz Chaotic Time Series

In this example, the data is derived from the Lorenz system, which is given by three time-delay differential systems:

\[
\begin{align*}
\frac{dx}{dt} &= -ax(t) + ay(t) \\
\frac{dy}{dt} &= bx(t) - y(t) - x(t)z(t) \\
\frac{dz}{dt} &= x(t)y(t) - bz(t)
\end{align*}
\]

where \(x(t), y(t)\) and \(z(t)\) are the values of time series at time \(t\). A typical choice for the parameter values are as: \(a=10\), \(b=28\) and \(c=\frac{8}{2}\). In this case, the system is chaotic. The data set is constructed by using four-order Runge-Kutta method with the initial value as: \(x(0)=12\), \(y(0)=2\) and \(z(0)=9\) and the step size is chosen as 0.02.

In order to extract the dynamic characteristic of Lorenz system to predict \(x(n+1)\), the embedded data vector is chosen as: \(u_L(n) = \{x(n) \; x(n-8) \; x(n-2\times8) \ldots \; x(n-5\times8)\}\), where the delay time and embedded dimension for the phase space reconstruction are eight and six, respectively. Therefore, for Lorenz chaotic time series, \(W^{in}\) dimension of ESN is 500×6. Table 2 summarizes the averages and standard deviations over 10 runs, by applying the four different training algorithms for prediction of the Lorenz chaotic time series by ESN. In this table, the standard deviations are in parenthesis.

### 6.3. Rossler Chaotic Time Series

The sequence of the Rossler time series (Precup et al. 2014) is generated from the differential systems, as:
\[ \begin{align*}
\frac{dx}{dt} &= -z(t) - y(t) \\
\frac{dy}{dt} &= x(t) + d \cdot y(t) \\
\frac{dz}{dt} &= e + z(t) \cdot (x(t) - f)
\end{align*} \] (12)

For the series, a typical choice for the parameter values are as \( d=0.15, e=0.2 \) and \( f=10 \). In this case, the system is chaotic and the step size in the four-order Runge-Kutta method is 0.01. To predict the desired output \( x(n+1) \), the delay time and embedded dimension are chosen as five and four. It means that the embedded data vector is chosen as \( u_k(n)=\{x(n) \ x(n-5) \ x(n-2\times5) \ x(n-3\times5) \ x(n-4\times5)\} \). Therefore, for Rossler chaotic time series, \( \text{W}^\text{in} \) dimension of ESN is \( 500\times5 \). Table 3 show the simulation results of prediction Rossler chaotic time series with ESN that trained by four different algorithms.

Table 3: Performances of different ESN training algorithms for prediction of Rossler chaotic time series. The averages and standard deviations of MSE (training and testing) and execution times are reported separately, over 10 runs. The standard deviations are in parenthesis.

<table>
<thead>
<tr>
<th>Training algorithm</th>
<th>MSE_{train}</th>
<th>MSE_{test}</th>
<th>Execution time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO-ESN</td>
<td>1.37\times10^{-6} \ (2.73\times10^{-6})</td>
<td>2.61\times10^{-4} \ (3.42\times10^{-4})</td>
<td>317.3 \ (4.1)</td>
</tr>
<tr>
<td>HS-ESN</td>
<td>2.94\times10^{-7} \ (3.12\times10^{-7})</td>
<td>4.02\times10^{-5} \ (2.16\times10^{-5})</td>
<td>226.1 \ (4.6)</td>
</tr>
<tr>
<td>RLS-ESN</td>
<td>4.01\times10^{-9} \ (7.53\times10^{-9})</td>
<td>1.43\times10^{-7} \ (2.54\times10^{-7})</td>
<td>1514.9 \ (6.1)</td>
</tr>
<tr>
<td>HS-RLS-ESN</td>
<td>4.98\times10^{-9} \ (9.01\times10^{-9})</td>
<td>7.81\times10^{-7} \ (6.49\times10^{-7})</td>
<td>918.5 \ (3.6)</td>
</tr>
</tbody>
</table>

7. DISCUSSION

Experimental results in Tables 1, 2 and 3 show that HS-ESN algorithm is the fastest training algorithms, about 30% and 85% faster than PSO-ESN and RLS-ESN, respectively. The accuracy of HS-ESN demonstrates improvement about one order, regarding to PSO-ESN, both in training and testing. The accuracy of RLS-ESN shows highest value, but in testing, which shows generality power and is the most important parameter of a training algorithm, HS-RLS-ESN and RLS-ESN are close to each other. Moreover, HS-RLS-ESN is about 40% faster than RLS-ESN. It means that HS-RLS-ESN can be used in online applications which need high accuracy. If the accuracy of HS-ESN is sufficient, it can be used as fastest training algorithm.

The HS parameters used in HS-ESN and HS-RLS-ESN are primary selected based on the suggestions in the literatures (Geem 2009, Lee et al. 2004, Wang et al. 2015) and then tuned by trial and error. Our experiments also show that the results are also robust against about 10% variations in the HS parameters.
8. CONCLUSIONS

Echo State Networks have been used successfully in a broad range of applications. In fact, their simplicity and ease of use, paired with their underlying mathematical power make them an ideal choice in many black-box modelling tasks. For many applications, however, it is mandatory to learn and adjust the ESN parameters online. In this paper the harmony search (HS) meta-heuristic search algorithm has been used for training ESN readout online. Simulation results show that the first proposed algorithm, HS-ESN, spent much less time than the other compared algorithms during training network whereas can effectively meet the requirements of the output precision.

In most practical cases, the prediction error using the proposed method are acceptable, however, the error can be reduced by using the second proposed algorithm, HS-RLS-ESN, which is firstly used HS-ESN and then its accuracy improves by HS-RLS. The generality of HS-RLS-ESN is close to HS-RLS algorithm which demonstrates the highest accuracy among all compared algorithm. The execution time of HS-RLS-ESN is lower than HS-RLS which means that both HS-RLS-ESN and HS-ESN are more suitable for online training while the generality and execution time of HS-RLS-ESN is higher than HS-ESN.
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