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Emergency Braking Systems: Adversary Models,
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Abstract—In the recent years, there has been a lot of focus
on designing security for in-vehicle networks and detecting
intrusions. Still, no countermeasure is perfect and most of
the existing intrusion detection systems have a non-zero false
negative rate which implies that adversarial frames may still go
undetected on the bus. Unfortunately, answers are largely missing
for what will happen with the vehicle in such circumstances,
i.e., how is the safety of the vehicle and bystanders affected by
adversarial actions that go undetected, while there are little or
no answers on the acceptable misclassification rates in real-world
deployments. In this work we attempt to provide such answers
by pursuing an impact assessment for adversarial actions on
the bus assuming low false negative rates. The assessment is
based on the effects of such attacks on models for automatic
emergency braking and adaptive cruise control systems that are
implemented in Simulink, a commonly used tool for designing
such systems in the automotive industry. To achieve this, we
embed adversarial behaviour into the Simulink model, according
to recently reported attacks on in-vehicle CAN buses. This allows
us to asses the impact of adversarial actions according to existing
safety standards and regulations.

Index Terms—intrusion detection, CAN bus, security, safety

I. INTRODUCTION AND MOTIVATION

The security vulnerabilities of modern vehicles are now
well known [1], [2], [3]. Adversarial actions can be easily
coordinated from exposed interfaces that connect to the in-
vehicle network, such as the OBD (On-board diagnostics) port,
or can be mounted even from remote [4]. The main problem
steams from the inadequate security design of in-vehicle buses,
such as the Controller Area Network (CAN), which have
only reliability mechanisms such as CRC (Cyclic Redundancy
Check) codes to handle transmission errors. Despite the cur-
rent standardization process which calls for the inclusion of
cryptographic security [5], these problems will likely persist
in the long run due to intrinsic difficulties in adopting security
mechanisms. Notably, the payload of standard CAN frames is
limited to 64 bits which makes it difficult to embed security
elements. Even with security mechanisms in place, there is no
such thing as a perfect security mechanism. For this reason,
the use of Intrusion Detection Systems, has been vert recently
included in automotive standards [6].

As expected, no security countermeasure is perfect and,
unfortunately, intrusion detection systems usually have a non-
zero false negative rate. That is, the number of undetected
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intrusions is non-zero and a limited number of adversarial
frames may be accepted by the system. In the related work
section, we enumerate several recent proposals for designing
in-vehicle intrusion detection systems and, the detection rate,
i.e., the ratio between the number of correctly identified frames
as intrusions and the total number of intrusion frames, is never
100%. Consequently, attacks in which adversarial frames go
undetected are realistic. Last but not least, false positives, i.e.,
legitimate frames which are classified as intrusions, may lead
to legitimate frames being dropped. Still, none of the existing
works on intrusion detection, endeavors to predict what will
happen with the car in such situations when adversarial frames
are to be accepted by legitimate ECUs. In this work we
pursue an impact assessment that specifically addresses such
situations.

Approach and contribution. While security and safety are
distinct concerns, the former deals with adversarial interven-
tions and the latter with the protection of traffic participants, it
is clear that adversarial interventions may compromise safety.
This is in fact acknowledged by the recent-most automotive
cybersecurity standard ISO 21434 [7], which also accounts
for the impact of security on safety. Arguably, safety is the
most important factor considered by the adversarial impact
assessment in ISO 21434, the other three factors being the
financial, operational, and privacy impact. In this work we
analyze the impact of three types of attacks (replay, DoS and
fuzzing) on the ACC and AEB systems and their mitigation.
Such countermeasures are also required by the UNECE R155
regulations [8] that have to be fulfilled for vehicle homologa-
tion in Europe.

We try to address the problem methodologically starting
from the model of in-vehicle components used for driving
assistance. These technologies gained a lot of momentum
since 2014 when the Society of Automotive Engineers (SAE
International) defined 6 levels of autonomy as follows: level
0 (no driving automation), level 1 (driver assistance), level
2 (partial driving automation), level 3 (conditional driving
automation), level 4 (high driving automation) and level 5
(full driving automation) as specified in the SAE J3016
standard [9]. Vehicles reaching advanced autonomy levels are
mandatory equipped with cameras, multiple long-range radars,
multiple long-range LiDARs, multiple short-range LiDARs
front and rear short and medium-range radars (a good overview
of the various sensors for each autonomy level can be found in
[10]). In Figure 1 we give an overview of ADAS functionalities
with the corresponding sensors, radars and cameras. Many
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Fig. 1. The ADAS system overview (the dotted red line delimits components that are part of the model in this work)

Fig. 2. A V-cycle inspired methodology for assessing the target intrusion
detection/prevention rates

other functionalities are continuously developed for vehicles
to reach the full autonomy level.

As a case in point, we use our analysis on conceptual
attacks over two popular in-vehicle subsystems: the automatic
emergency braking system and the adaptive cruise control.
These are safety-critical driver assistance technologies and
their exploitation may endanger the life of drivers, passengers
or of other traffic participants. The Adaptive Cruise Control
(ACC) system is designed to automatically adjust the vehicle
velocity to a preset speed and maintain a minimum safe
distance to the vehicle ahead, without pressing the brake or
accelerator pedals. Another autonomous driving technology
includes the Autonomous Emergency Braking (AEB), which
uses the front long-range radar to warn the driver if a collision
is imminent and apply the emergency braking to avoid it.

Figure 2 provides an outline of the procedure suggested
and pursued by our work. To assess the impact of security

attacks on the aforementioned ADAS systems we use a V-
cycle inspired methodology. V-cycles are a commonly used,
rigorous development process from the automotive industry,
which starts from the system model, determining the attack
surfaces and defining the adversary behaviour, then proceeds
to the implementation stage which consists in running a model
simulation and continues with an assessment stage that uses
the simulation output which is corroborated with existing data
related to passenger injuries in order to assess the severity of
the attack and finally extracts the target detection rates for an
IDS, eventually leading to its redesign. The contributions of
our work can be summarized as follows:

• we address the security of two safety-critical components,
the ACC and AEB systems, within a realistic in-vehicle
network topology,

• we add attack surfaces on existing Simulink models for
the aforementioned systems by implementing specific
adversarial behaviors that are known to affect CAN buses,

• using these Simulink models, we bridge between security
incidents and safety concerns by assessing the impacts of
adversarial attacks via the CAN bus on safety according
to ISO 26262-3,

• we discuss plausibility checks as countermeasures and
show how they can improve the attack detection rates and
consequently minimize the severity of security incidents
on passenger safety.

Having this larger image in mind, the rest of the paper is
organized as follows. In Section II we continue with a short
discussion on related works. In Section III we give a brief
overview of the ACC and AEB modules. The system model,
attack surfaces and adversarial actions are discussed in Section
IV. In Section V we depict a brief background on safety levels
and injury classification based on collision speed. In Section
VI we made an impact assessment based on the adversarial
model. Section VII holds the conclusion of our work.

II. RELATED WORK

In this section we survey the performance of currently
proposed in-vehicle intrusion detection systems, pointing out
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on the non-zero false negative rates. Afterwards, we discuss
some existing security studies dedicated to ADAS systems.

A. Current approaches to deal with intrusions and limitations

Current research works were largely focused on designing
intrusion detection systems based on the analysis of data
collected inside vehicles or from laboratory setups. The perfor-
mance of such systems is judged starting from the following
four markers: messages that are correctly labelled as attacks
(true positives - TP), messages that are correctly labelled
as legitimate (true negatives - TN), messages that are incor-
rectly labelled as attacks (false positives - FP), messages that
are incorrectly labelled as legitimate (false negatives - FN).
From these, the following two metrics are usually derived:
the accuracy Acc = (TP + TN)/(TP + TN+ FP + FN),
which is the ratio of correct predictions, and the precision
Precision = TP/(TP + FP), which is the ratio of legitimate
frames that are correctly identified. While a large variety of
mechanisms to detect intrusions have been studied, none of
these are perfect, all of them having a non-zero false negative
rates or, alternatively, an imperfect accuracy or precision. This
is outlined in what follows.

For example, [11] reports false negative rates of about 2.8%
but this results from an evaluation on simplified traffic that
contains only 3 IDs which are simulated based on the Open
Car Test-bed and Network Experiments (OCTANE) [12]. In-
vehicle networks usually have dozens of IDs and the traffic is
much more complex. The work in [13] uses Bloom filters on
real-world traffic collected from a high-end vehicle, but this
work reports a false negative rate of usually less than 10%
but which may occasionally go up to 47% depending on the
type of attack. By employing machine learning techniques,
the work in [14] reports a false-negative rate in the range 0-
49.94%, the larger margin holds in case of low-rate replay
attacks which are particularly hard to detect.

By using an in-vehicle braking control system, the work
in [15] reports an accuracy rate in the range of 37.32% up to
96.75%. The works in [16], [17] and [18] use entropy in order
to detect intrusions, the later reporting an accuracy of 92.3%
in case of packet injection (the accuracy increases to 100%
in case of DoS attacks, but these attacks cannot be blocked
since adversaries can always flood the bus with high-priority
IDs). The authors in [19] report more optimistic results with
a precision between 98.34% up to 99.76% but the results are
on a specific dataset making it harder to compare with the rest
of the papers. A more recent work [20] reports an accuracy
between 71.55%-97.71% in detecting intrusions. Finally, by
using the physical layer, i.e., bus voltage level, the authors in
[21] report F-scores of 84.89% up to 98.94%.

For completeness, it is worth adding that in the past decade
the industry has also introduced standards for protecting CAN
buses. A recent standard from the AUTOSAR (AUTomotive
Open System ARchitecture) consortium sets room for the im-
plementation of intrusion detection systems [6]. But the exact
mechanism to be implemented is left for the manufacturer
to decide and, as outlined previously, none of the existing
mechanism is perfect. Other standards, like the AUTOSAR

security standard for on-board communication [5], demand
authentication for the communication between two ECUs
but this requires cryptographic functions that may not be
suitable for all in-vehicle controllers. Moreover, the 32 bit
security level with an 8 bit freshness parameter demanded by
AUTOSAR [5] is very low (due to the limited 64 bit payload
of CAN frames) and may leave room for intrusions to remain
undetected. Finally, the recently released ISO/SAE 21434 [7]
provides guidelines for the evaluation of cyber-security threats
on vehicles and asks for threat analysis and risk assessments
for which the results in our work may be as well applicable.

B. Security of driver assistance technologies

The work in [22] performs a black-box analysis for LiDAR
spoofing attacks and achieves an average success rate of 80%
on several models. Also, the authors propose two methods
for attacks detection: CARLO (oCclusion-Aware hieRarchy
anomaLy detectiOn) which reduces that attack success rate
to 5.5% and SVF (sequential view fusion) which reduces it to
2.3%. As we later discuss in our experiments, a 5.5% success
rate may have severe consequences.

Remote attacks, e.g., replay, relay, spoofing jamming and
blinding attacks on camera and LiDAR sensors are studied in
[23]. In [24] a run-time monitor system for the detection and
isolation of attacks is implemented on an FPGA and tested
over an AEB model. Also, [25] proposes a multilevel monitor
for the detection and isolation of attacks injected on the CAN
bus and sensors for a Cyber Physical System (CPS). For the
implementation and evaluation of the proposed solution, the
authors use a Simulink model of the Anti-lock Braking System
(ABS) from MathWorks. In [26] a method is proposed for
detecting attacks on the CAN bus and sensors in the ABS
system. A method for the detection and mitigation of spoofing
attacks on radars, which deliver data to the ACC system, is
proposed in [27]. The authors also use for the experiments an
ACC model from Simulink. They check the radar sensor data
integrity using a spatio-temporal challenge-response (STCR)
which sends signals in many random directions, then detects
and excludes responses from untrustable sources.

In [28] the impact of jamming attacks on the Cooperative
ACC system is analyzed. Also, [29] uses a model for a semi-
autonomous ACC system to detect attacks on radar or on the
wireless communication. In [30] a system is proposed for
anomaly detection on Cooperative ACC based on statistical
learning and kinematic models. In [31] a system for detection,
correction of errors and authentication for ECUs in a steer-
by-wire system is evaluated. To avoid low performance of the
transmission system during a replay attack on an integrated
motor-transmission system, [32] proposes to add a new reset
controller and a speed synchronization controller. An anomaly
detection method for steering stability control systems is also
proposed in [33]. In a more recent work, the authors in
[34] have tried to bridge security and real-time demands in
accordance with ISO 26262, a standard which is also used by
us later to assess the safety level in case of attacks.

A more recently emerged body of works, analyzes the
impact of attacks on larger vehicle platoons. Needless to say,
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autonomous driving technologies, including AEB and ACC are
critical in this respect. The authors in [35] propose a method
for anomaly detection (due to attacks or faults) in vehicle
platoon networks based on dedicated sensors. Similarly, [36]
discusses attack detection over vehicle platoons based on
specific sensors. A mechanism for detecting attacks on vehicle
platoons is also proposed in [37] where the authors analyze
DoS, replay attacks and falsifications of sensor data. Also, [38]
discusses DoS attacks on vehicular ad-hoc networks.

III. BRIEF OVERVIEW OF THE CRUISE-CONTROL AND
AUTONOMOUS BRAKING SUBSYSTEMS

In this section we describe the ACC (Adaptive Cruise
Control) and AEB (Autonomous Emergency Braking) modules
that are used in our work to asses the impact of adversarial
attacks on the CAN bus.

A. Adaptive Cruise Control (ACC)

The Adaptive Cruise Control (ACC) concept has a history
which spans over three decades. Cruise control was introduced
by Mitsubishi in 1992 and nowadays it comes either as the
basic tempomat which maintains a constant speed or as the
more advanced adaptive cruise control which also maintains
a safe distance to the car in the front. The majority of cars
are equipped with one of these two cruise control features. In
Figure 3 (i) we give an overview of the ACC functionality by
depicting a car that maintains a safe distance to the car in the
front. The ACC module will automatically adjust the ego car
speed such that it follows the front vehicle, possibly moving
slower than the ego car, keeping a minimum safe distance
between the ego car and the front vehicle. During this process,
the driver will not press the accelerator or braking pedal.

We use the Simulink model for Adaptive Cruise Control
with Sensor Fusion from MathWorks1 to simulate the vehicle
reaction in case of distinct attacks on the CAN bus. For the
ACC functionality, we use the test scenario depicted in Figure
3 (ii). In this scenario we consider four vehicles running on
a two lane road. The test vehicle (ego vehicle) is the blue car
from the left which tries to maintain a fixed safe distance to
the red car. Meanwhile the purple car slides left to overtake the
yellow car, a point at which the ego car has to reduce its speed
and change the lead vehicle for the purple car which now gets
in front. Finally, as the purple car passes by the yellow car, it
will shift back to the first lane and once again the ego vehicle
has to change its lead vehicle for the red car.

B. Autonomous Emergency Braking (AEB)

The AEB module was introduced in 2009 by Volvo. The
European New Car Assessment Program (Euro NCAP)2 in-
troduced AEB tests in 2014 for both low speed and high
speed scenarios in the AEB City and AEB Interurban tests.
Nowadays, the majority of modern cars are equipped with the
AEB feature. The AEB module is part of the FCA system

1https://nl.mathworks.com/help/driving/ug/adaptive-cruise-control-with-
sensor-fusion.html

2www.euroncap.com/en/vehicle-safety/safety-campaigns/2013-aeb-tests/

and it is a safety component used to prevent accidents or
to significantly reduce the accident injuries by lowering the
vehicle speed automatically when an obstacle, e.g., pedestrian,
bicycle or sudden braking of the vehicle in front is detected by
the front camera and long-range radar. In Figure 3 (iii) we give
an overview of the AEB functionality in case when one vehicle
approaches the other from rear. When the obstacle is detected
by the front long-range radar and front camera, the driver is
warned with an acoustic signal and with a visible warning
light displayed by the cluster. There are three braking states:
a first stage of softer pre-braking (partial braking), a second
stage of more intensive pre-braking (partial braking) and then
the full braking stage.

Again, we use the Simulink model for Autonomous Emer-
gency Braking with Sensor Fusion from MathWorks3 to sim-
ulate the vehicle reaction in case of distinct attacks on the
CAN bus. For the AEB system, MathWorks includes the Car-
to-Pedestrian Nearside Child test scenario from Euro NCAP
[39] which we will also use in the impact assessment. In Figure
3 (iv) we depict this test scenario. Two vehicles are parked on
the side of the road (1 meter from each other), the test vehicle
(ego vehicle) is approaching on the road and a child is running
from nearside (the view is obstructed) to cross the street. The
goal of the AEB system is to trigger the automatic braking
such that the car will avoid collision with the child.

C. A suggestive real-world architecture
Nowadays vehicles may contain over 100 ECUs organised

in a distributed Electrical/Electronic (E/E) architecture, each
functionality having its own ECU [40]. To clarify the real-
world architecture of an in-vehicle ADAS system, embedding
ACC/AEB functionalities, we now illustrate one specific archi-
tecture. For this depiction we have consulted both the Simulink
models (discussed in the next section) and the service manual4

of a recent vehicle equipped with such systems, i.e., a Hyundai
Kona, publicly made available by the manufacturer.

Figure 4 gives a brief overview of the network topology.
We depict two existing CAN buses: the private CAN bus (Pr-
CAN) which is used for data exchange between the camera,
radar and ADAS ECUs. Further the ADAS ECU and the ESC
ECU are communicating on the Chassis CAN (C-CAN). These
two buses, the Pr-CAN and the C-CAN are outlined in the
Forward Collision-Avoidance Assist (FCA) system diagram of
the Hyundai Kona. There is one difference between our model
in Figure 4 and the Kona architecture as this includes a single
Radar ECU that embeds the AEB functionalities. To make the
drawing compatible with the Simulink models, we separate
between camera, radar and the ADAS ECU which carries the
specific computational tasks.

IV. SYSTEM AND ADVERSARY MODEL

In this section we first discuss the system model for the two
components based on the existing Simulink schemes to which
we also add attack surfaces, then we present the adversarial
behavior that is considered by our work.

3https://nl.mathworks.com/help/driving/ug/autonomous-emergency-
braking-with-sensor-fusion.html

4www.hkona.com/components and components location-1136.html



5

(i) ACC functionality (ii) ACC scenario (iii) AEB functionality (iv) AEB scenario

Fig. 3. Overview of the ACC functionality (i), test scenario (iii), AEB functionality (iii) and test scenario (iv)

Fig. 4. Suggestive network topology for an ADAS ECU

A. System model and attack surfaces

The Matlab model of vehicle dynamics that we employ is
based on the commonly used equations, used by various papers
such as the already mentioned work from [33], which can be
synthesized as follows:


ẍ (t) = ẏ(t)r(t) +

Fxf (t)+Fxl (t)+Fxext(t)
m

ÿ(t) = −ẋ (t)r(t) +
Fyf (t)+Fyl (t)+Fyext(t)

m

ṙ(t) =
aFyf (t)+bFyr (t)+Mzext (t)

Izz

Here ẋ, ẍ are the longitudinal velocity and acceleration,
ẏ, ÿ are the lateral velocity and acceleration, r is the angular
velocity, m is the vehicle’s mass, Mzext is the external moment
related to the z-axis, Izz is the vehicle body moment of inertia
on the z-axis, Fxf , Fxr are the longitudinal forces applied
to the front and rear wheels, Fyf , Fyr are the lateral forces
applied to the front and rear wheels, Fxext , Fyext are the
external forces applied to the vehicle along the x and y-axes, a
is the distance of the front and rear wheels and b is the distance
from the projection point of the vehicle center of gravity to
the axle plane.

In what follows, we focus on the description of the ADAS
subsystems that we analyse.

1) The ACC module and its attack surfaces: In Figure 5
we depict the schematic of the Simulink model used for the
ACC module and the attack surfaces on this subsystem. As we
already mentioned in the previous section, this model contains
two main subsystems: i) the ACC with sensor fusion which
processes the data from sensors and computes the acceleration
requests on the vehicle to achieve the target speed and ii) the

vehicle and environment which contains the model of the ego
car and that of the environment.

The ACC with sensor fusion subsystem is also split in
two subsystems which we consider as separate ECUs com-
municating over the Pr-CAN. The first, is the tracking and
sensors fusion subsystem embodied by the Camera/Radar
ECU. In this subsystem, incoming data from the camera
and radar are processed to compute the relative velocity and
distance. The relative velocity is the difference between the
velocity of the lead vehicle and the velocity of the ego car,
similarly, the relative distance is the distance between the ego
car and the lead vehicle. The relative velocity and distances
are consumed by the adaptive cruise control module, which
embodies the ACC/ADAS ECU. The relative velocity and
distance are received by the ACC ECU via the Pr-CAN bus.
The ACC ECU computes the required acceleration to achieve
the target vehicle speed, maintaining a safe distance to the lead
vehicle based on the relative distance and velocity received
via the Pr-CAN and based on the longitudinal velocity of the
ego car received via the C-CAN. In the Simulink model the
vehicle speed controller is implemented in two ways by using
two types of controllers: a classical controller and a MPC
(Model Predictive Control) controller. In our simulation we
use the classical controller. The controller checks if the relative
distance is lower than the safe distance, then requests to reduce
the acceleration in order to maintain a safe distance, otherwise,
if the relative distance is greater than the safe distance, the
target is to achieve the preset velocity and further maintain the
safe distance. The safe distance between the ego car and the
lead car is computed as Dsafe = Ddefault+Tgap×Vego , where
Ddefault is the default spacing, Tgap is time gap between the
ego car and the lead vehicle and the Vego is the longitudinal
velocity of the ego car.

The vehicle and environment subsystem is split into four
components: the vehicle dynamics model, the driver steering
model, the actors and sensors simulation and the curvature.
The vehicle dynamics subsystem and the driver steering model
represents the vehicle, including the ESC ECU. The vehicle
dynamics subsystem models the vehicle dynamic based on a
bicycle model. This subsystem uses the acceleration received
from the ACC ECU and the steering angle to compute the
longitudinal velocity which is send back to the ACC ECU.
The communication is done via the C-CAN bus. In the driver
steering model, the steering of the ego vehicle is computed
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Fig. 5. ACC model and its attack surfaces

based on the lateral velocity, longitudinal velocity, yaw rate
and curvature. The actors and sensor simulator subsystem
contains the driving scenario and acquires the data from the
sensors. The K subsystem computes the curvature.

Attack surfaces on vehicles may range from entry points
on the bus (such as the commonly exploited OBD port or in-
vehicle infotainment units) up to corrupted in-vehicle ECUs
(which may be the result of flashing with a malicious software
or of a supply chain attack). In this work we focus on CAN
bus adversaries. That is, we define the following 5 adversaries
on the ACC model A1 to A5 which are acting by injecting
corrupted data on the bus. Two of them A1 and A2 are on
the Pr-CAN reporting false data on the relative distance and
velocity and the other three A3, A4 and A5 are on the C-
CAN reporting false data on acceleration, longitudinal velocity
and curvature. Vision and radar related hardware may also be
corrupted, but these modules are not communicating over the
CAN bus and we omit them in our analysis which targets
CAN bus intrusions alone. Whether the adversarial frames
are caused by malicious nodes plugged on the bus or due
to corrupted units is of no concern for the current work. In all
cases however we assume that the attack frame has a small
probability of occurrence, e.g., p = 0.1. This may be due
to an existing IDS which filters malicious frames (this is the
main assumption of our work) but it may also be the case that
a corrupted component reports false values at a low rate in
order to remain inconspicuous. Clearly, a malicious unit that
continuously injects false data in the system at a high rate may
be easily detected during system testing and replaced.

2) The AEB module and its attack surfaces: In Figure 6 we
depict the AEB model and the attack surfaces on it. The AEB
model is structured similarly to the ACC model, i.e., it contains
two subsystems: i) the AEB with sensor fusion subsystem
which processes the data from sensors and computes the
deceleration requests if a potential collision is detected and
ii) the vehicle and environment which contains the model of
the ego car and that of the environment.

The AEB with sensor fusion subsystem is now split into

four subsystems which we group under two ECUs. The
tracking and sensors fusion subsystem which contains the
Camera/Radar ECU as in the case of the ACC model. Then,
another ECU is the AEB/ADAS ECU which contains the other
three subsystems: the AEB controller, the speed controller
and the accelerator robot. In the AEB controller the FCA
and AEB algorithms are implemented. The deceleration and
the AEB status (which indicates if the AEB is active) are
computed based on the relative distance and velocity received
from the Camera/Radar ECU via the Pr-CAN and based
on the longitudinal velocity of the ego car received via C-
CAN from Vehicle/ESC ECU. The acceleration of the ego
vehicle is computed in the speed controller subsystem based
on the longitudinal velocity using a proportional integral (PI)
controller. Finally, in the accelerator robot subsystem the
throttle is computed based on the AEB status and acceleration.
If the AEB is active the throttle is set to zero, otherwise the
throttle is equal with the computed acceleration.

The vehicle dynamics subsystem is similar to the same
subsystem from the ACC model, except for the fact that
instead of the acceleration in the ACC model, here we use
the deceleration and the throttle signals received via the C-
CAN from the AEB/ADAS ECU.

Based on a similar reasoning to the ACC model, we define
6 adversaries for the AEB. Adversaries A1 to A6 are acting by
injecting corrupted data on the bus, two of them A1 and A2
are on the Pr-CAN reporting false data on the relative distance
and velocity and the other four A3, A4, A5 and A6 are on
the C-CAN reporting false data on the deceleration, throttle,
longitudinal velocity and curvature. For the same reason as
in the case of the ACC model, we are not interested in the
corruption of the hardwired Vision and Radar modules.

B. Adversarial actions and impact on safety

As stated in the introduction, an increased number of attacks
and vulnerabilities have been reported for modern cars [1], [2],
[3]. Regardless of the attack entry point, in order to cause
problems at the control system level, the adversary has to
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Fig. 6. AEB model and its attack surfaces

(i) Replay Attack (ii) Fuzzing Attack (iii) DoS Attack

Fig. 7. CAN bus attacks modeled in Simulink: Replay Attack, Denial of Service (DoS) Attack and Fuzzing Attack

TABLE I
ATTACKED SIGNALS RANGES

Signal Accel. Decel. Relative
Distance

Relative
Velocity

Long.
Velocity

Range -3...3 -12.8...12.7 0...200 0...255 0...255
Unit m/s2 m/s2 m km/h km/h

gain access to the CAN bus. Therefore, in our analysis we
consider three types of attacks on CAN buses that have been
commonly evaluated by research works dedicated to intrusion
detection for in-vehicle buses: replay, Denial of Service (DoS)
and fuzzing attacks. These are modeled by us as Simulink
components in order to embed them in the car control system
model. The Simulink attack blocks are summarized in Figure
7, we discuss each of them in what follows. To cope with the
possibility that an intrusion detection system is in place and
not all adversarial frames are to be received, each attack is
assigned a fixed success probability.

Replay Attacks. Under this type of attack CAN frames
are re-transmitted with a random delay. To model the attack
probability we generate a random signal in the 0-1 range with
0.1 resolution and if the signal is higher than a fixed threshold,
i.e., the attack probability, the legitimate signal is received,
otherwise the CAN bus is attacked and a previous signal,
delayed by a random value between 0.1s and 1s, is received.

Fuzzing Attacks. Under this type of attack, random values
are injected on the CAN bus. We use the same procedure to
simulate the attack probability. If the signal is greater than the
threshold, the legitimate signal is received, otherwise the CAN
bus is under attack and a random value is received. The range
of the random value complies with range of the legitimate
input of the model, except the range of relative velocity where

we consider only the positive range, i.e., 0...255km/h. In Table
I we depict the ranges used for the fuzzing attack.

DoS Attacks. Under this type of attack the CAN bus can
no longer transmit data and the signals are freeze. This type
of attack is specifically difficult to stop since an adversary
can always write high priority frames on the bus and the
only solution is to decouple parts of the network as recently
proposed in [41]. Distinct to the previous attacks, the DoS is
a continuous attack, i.e., no data is received during the attack.
To model this, we use a rectangular signal, if the signal is 0
the legitimate signal is received, otherwise the CAN bus is
under attack and the previously recorded signal on the bus is
maintained. The attack probability can be interpreted as the
percentage of a second that the attack is active. Concretely,
for a DoS signal with attack probability p = 0.5, the DoS will
be active ∆ = 500ms, for a DoS signal with p = 0.2, the
DoS will be active ∆ = 200ms and for a DoS signal with
p = 0.1, the DoS will be active ∆ = 100ms.

Threat modelling can be also employed for a better under-
standing of the causes and impact of the previous adversarial
actions. ISO 21434 [7] mentions several approaches, e.g.,
EVITA (E-safety Vehicle Intrusion Protected Applications),
TVRA (Threat, Vulnerability, Risk Analysis), PASTA (Process
for Attack Simulation and Threat Analysis), and STRIDE
(spoofing, tampering, repudiation, information disclosure, de-
nial of service, elevation of privilege), which are used in
several recent works [42], [43]. Due to space constraints
and since our work is focused strictly on the impact of the
attacks and defining countermeasures for two car components
(ACC and AEB), such an analysis would be out of scope.
It is worth mentioning however that STRIDE considers six
types of threats: spoofing, tampering, repudiation, information
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Fig. 8. A 3D view over ISO 26262-3 levels

disclosure, denial of service and elevation of privilege. With
respect to the CAN bus communication, all these attacks
should ultimately manifest in the form of the malicious actions
considered by our adversary model.

V. BRIEF BACKGROUND ON SAFETY LEVELS

In this section we discuss safety level according to stan-
dards, i.e., ISO 26262-3, and provide a brief analysis on injury
classification based on existing literature data.

A. Safety levels according to ISO 26262-3:2018

The ISO 26262 standard is an adaptation of the IEC
61508 standard for functional safety of road vehicles in the
automotive industry. The ISO 26262 standard contains all
functional safety steps from the V-cycle development process
which includes: concept, requirements specification, design,
implementation, integration, software verification, system ver-
ification and validation, production and maintenance. In our
work we use the ISO 26262-3 [44] which defines several
ASIL (Automotive Safety Integrity Levels) levels for in-
vehicle subsystems. Basically, four ASIL levels from A to D
are defined, where A is the minimum and D the maximum
level. Another level exists which is QM (quality management)
and is attributed to non-safety relevant components.

The ASIL level is determined by asserting the following
three classes in case of a failure: its severity, its probability
of exposure and its controllability. In this work our goal is
to classify the hazardous events produced by attacks on the
CAN bus according with these three classes used for ASIL
determination. The classes of severity (S) are defined from S0
to S3 with the following allocation: S0 - no injuries, S1 -
light and moderate injuries, S2 - severe and life-threatening
injuries (survival probable) and S3 - life-threatening injuries
were survival is uncertain or fatal injuries. As an additional
detail in ISO 26262-3 [44], the severity class is determined
using the Abbreviated Injury Scale (AIS) which contains seven
classes with the following interpretation: AIS 0 - no injuries,
AIS 1 - light injuries, AIS 2 - moderate injuries, AIS 3 - severe

but no life-threatening injuries, AIS 4 - severe injuries (life-
threatening, survival probable), AIS 5 - critical injuries (life-
threatening, survival uncertain), AIS 6 - extremely critical or
fatal injuries. In this more detailed context, the four severity
classes S0-S3 are further allocated as follows: S0 - AIS 0
and less than 10% probability of AIS 1-6 or no safety related
damage, S1 - more than 10% probability of AIS 1-6 but not
S2 or S3, S2 - more than 10 % probability of AIS 3-6 and
not S3 and S3 - more than 10 % probability of AIS 5-6.

We also note that ISO 26262-3 [17] quantifies, in addition
to the severity, the probability of exposure as well as the
controllability of the vehicle in case of a failure. The classes of
probability of exposure (E) are defined from E0 to E4 with the
following allocation: E0 - incredible, E1 - very low probability,
E2 - low probability, E3 - medium probability and E4 - high
probability, e.g., every driving cycle. Since our work is focused
on attacks and we assume the adversary is present on the bus
and able to act, it makes no sense for our context to address
these classes of exposure as we consider this class to be E4,
i.e., high probability (we know the adversary is there and has
some fixed success rate). The classes of controllability (C)
are defined from C0 to C3 with the following allocation: C0 -
controllable in general, C1 - simply controllable, C2 - normally
controllable and C3 - difficult to control or uncontrollable, e.g.,
less than 90% of the drivers are able to take control over the
fault. In our case, i.e., for the ACC and AEB modules, the
driver can always override them and thus the controllability
class will be C0. However, we consider that an adversary can
still inflict damage since the driver may confidently rely on
the system without knowing that it has been compromised.

B. Injury classification based on collision speed

In order to obtain the correct severity level in case of
an attack, we need to establish a relation between vehicle
speed at the time of collision and the injury level. A white-
paper from the World Health Organization (WHO) [45] depicts
the probability of death of the pedestrian as a sigmoid-
like function centered at 50% probability of death for a car
running at 50 km/hour. Above 60km/h the probability of death
increases between 90-100%.

Two datasets, which include all years old groups, are
analysed in [46] and the results show that at 50km/h there
is a 75% likelihood of light injuries, 21.9% of severe injuries
and 3.1% of fatal injuries. The work in [47] surveys several
papers from 1997-2005 and outlines very mixed results. For
example, pedestrian fatality ranges from 7% up to 85% at 50
km/h depending on the study/year. In principle, older papers
seem to favour a higher risk of fatality, while some of the
recent papers (but not all) favour a decreased risk of fatality.
Finally, the work in [48] seems to be the closest to our needs.
Basically, for adults 15-59 years old, an impact speed below
37km/h has a higher probability of light injuries, between 37-
67km/h it results in serious injuries and above 67km/h the
most likely outcome is fatal. The authors in [49] shows results
based on a dataset from the police and an On the Spot (OTS)
study. The cumulative probability of severity is depicted as a
sigmoid-like function centered at 50% cumulative probability
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of severity. An impact speed below 30km/h has a higher
cumulative probability of light injuries, between 30-47km/h
it results in serious injuries and above 47km/h the most likely
outcome is fatal. Also, [49] analyses the case of side impacts
with another vehicles. We consider this case to be the closest
to our scenario from the ACC model, where the impact is from
the rear or side of the car. Again, the cumulative probability
of severity is depicted as a sigmoid-like function centered
at 50% cumulative probability of severity. An impact speed
below 24km/h has a higher cumulative probability of light
injuries, between 24-40km/h it results in serious injuries and
above 40km/h the most likely outcome is fatal.

In what follows, we choose to classify the severity in case
of pedestrians for the AEB model based on the scales from
[48] and [49] due to their similarity in injury classification to
the AIS stages from ISO 26262-3. In their interpretation, the
injuries are classified: light, severe and fatal. In this work we
link these three classes at the AIS stages used in ISO 26262-3
for the severity determination as follows: light - AIS 1 (light
injuries) and AIS 2 (moderate injuries), severe - AIS 3 (severe
but no life-threatening injuries) and AIS 4 (severe injuries,
life-threatening, survival probable), and fatal - AIS 5 (critical
injuries) and AIS 6 (extremely critical or fatal injuries). In case
of car collisions for the ACC model, we will classify the car
driver injuries based on the scale from [49] which, as stated,
is similar to ISO 26262-3.

VI. IMPACT ASSESSMENT FOR THE ADVERSARY ACTIONS

In this section we assess the impact of the adversarial
behavior on the vehicle and traffic participants based on
existing standards and regulations.

A. Simulations results regarding collision velocity

We start by determining collision velocity in case of each
attack surface and adversary behaviour. Tables II and III gather
the results in case of the 5/6 attack surfaces and 3 types of
adversary actions. Note that since the curvature is constant, a
replay or DoS attack will not change the previously reported
value, a reason for which these attacks are omitted and only
fuzzing attacks are considered for the curvature. We use no
coll. as placeholder to denote that no collision takes place. In
case of the ACC model the car continues at the predefined
speed while for the AEB model the car will successfully stop,
i.e., the speed is 0. Also, we use n/a as placeholder in case that
the experiment is not applicable in the specific context, e.g.,
this happens for the DoS attack which cannot be implemented
at an attack time of 50ms, i.e., p = 0.05 since the model
has a simulation step of 100ms (which makes it feasible to
implement DoS only at multiples of 100ms). For each attack
we simulate the impact at 4 attack probabilities: p = 0.5,
p = 0.2, p = 0.1 and p = 0.05 which give good coverage
for the results reported so far on the success rate of intrusion
detection systems.

1) Experimental result for the simulations on the ACC
model: For the ACC model in case of an attack with low
probability, i.e., p = 0.1 and p = 0.05, no collision occurs
while when increasing the attack probability to p = 0.2 or

p = 0.5 a collision occurs for fuzzing attacks. The ego car
velocity at collision is between 64.8km/h and 93.6km/h for
p = 0.2 and between 88.05km/h and 112.21km/h in case of
p = 0.5. Apparently, none of the attacks on the longitudinal
velocity produces a collision at the attack probabilities we
define. Also, in the ACC model the replay and DoS attacks
did not produce a collision for the defined probabilities. For
replays, the explanation is rather obvious since by replaying
existing messages the car will generally behave in the way
intended by the previous command with delays in taking the
new command. For the case of DoS attacks, the duration
of 500ms appears to be too low to cause problems in this
scenario. By further experiments we determined that a DoS of
3.5s will be needed to cause a collision in case of the ACC
system with the velocities in our model. In cases when no
collision occurs, the distance to the target decreases with an
increase in the attack probability. This is more obvious for the
replay and DoS attacks while for fuzzing attack it may not
always be the case due to the insertion of random values.

Figure 9 illustrates the effect of fuzzing attacks on the
relative distance with attack probability p = 0.2. Figure 9 (i)
depicts the signals without the attack while (ii) shows the same
signals under the fuzzing attack on the relative distance. The
left side of Figure 9 (ii) shows the attacked relative distance
signal and it can be seen that slightly before the 13-th second
the collision occurs as the relative distance decreases to zero.
In the right side of Figure 9 (ii) we show the impact of the
attack on the ACC systems, i.e., the acceleration is drifting
and the ego velocity is also changed.

2) Experimental result for the simulations on the AEB
model: For the AEB model, collisions occur even with replay
and short term DoS attacks. Also, collisions occur even at the
lowest attack probability on deceleration, i.e., p = 0.05. The
vehicle speed at the time of collision increases with the attack
probability. For example, a fuzzing attack on deceleration
with p = 0.05 results in a collision velocity of 29.95km/h,
while with p = 0.1 and p = 0.2 the collision velocity is
43.88km/h. Finally, with p = 0.5 the velocity at the time of
collision is 55.40km/h. The attacks on the relative velocity
and distance also resulted in collisions while the attacks on
the throttle, longitudinal velocity and on the curvature did not
cause such a collision at the predefined attack probabilities.
Also, we observed that the fuzzing attack produces a collision
at high speed, i.e., 29.95km/h at p = 0.05 up to 55.40km/h
at p = 0.5, followed by the replay attack which produces a
collision with a speed between 30.45km/h and 43.44km/h at
p = 0.5. Finally, the DoS attack produces a collision with a
vehicle speed between 15.69km/h and 17.34km/h at p = 0.5.
For both the ACC and AEB modules, the distance to the target
was computed as the difference between the relative distance
(in case of an attack on the relative distance we consider the
relative distance before attack) and the length of the car, i.e.,
dt = dr − 3.7 where dt is the distance to the target, dr is the
relative distance and 3.7m is the car length.

Figure 10 shows the effects of a fuzzing attack on the
deceleration signal with attack probability p = 0.1. Figure 10
(i) depicts signals without the attack and Figure 10 (ii) shows
the signals following a fuzzing attack on the deceleration.
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TABLE II
ACC RESULTS: COLLISION VELOCITY AND DISTANCE TO TARGET AT VARIOUS ATTACK SUCCESS RATES

p = 0.5 p = 0.2 p = 0.1 p = 0.05
Signal Attack Ego velocity

at colli-
sion[km/h]

Distance to
target[m]

Ego velocity
at colli-

sion[km/h]

Distance to
target[m]

Ego velocity
at colli-

sion[km/h]

Distance to
target[m]

Ego velocity
at colli-

sion[km/h]

Distance to
target[m]

A1 (relative distance)
Fuzzing 100.8 0 72 0 no coll. 5.82 no coll. 5.82
Replay no coll. 3.03 no coll. 5.02 no coll. 5.89 no coll. 5.91

DoS no coll. 4.08 no coll. 5.72 no coll. 5.93 n/a n/a

A2 (relative velocity)
Fuzzing 108 0 93.6 3.54 no coll. 3.54 no coll. 5.40
Replay no coll. 6.17 no coll. 5.68 no coll. 6.65 no coll. 6.65

DoS no coll. 5.58 no coll. 5.97 no coll. 6.62 n/a n/a

A3 (Acceleration)
Fuzzing 88.05 0 64.8 0 no coll. 6.55 no coll. 6.00
Replay no coll. 2.65 no coll. 4.92 no coll. 5.66 no coll. 6.57

DoS no coll. 3.64 no coll. 5.52 no coll. 5.89 n/a n/a

A4 (Long. velocity)
Fuzzing no coll. 24.15 no coll. 5.36 no coll. 2.36 no coll. 5.81
Replay no coll. 5.66 no coll. 6.01 no coll. 6.05 no coll. 6.85

DoS no coll. 5.78 no coll. 6.04 no coll. 6.06 n/a n/a
A5 (Curvature) Fuzzing 112.21 0 73.8 0 no coll. 10.21 no coll. 11.88

(i) relative distance (left) and resulting velocities and acceleration without attack (right)

(ii) fuzzing attack on relative distance (left) and resulting velocities and acceleration under a fuzzing attack (right)

Fig. 9. ACC signals without adversarial intervention (i) and under a fuzzing attack on the relative distance (ii)

In the left side of Figure 10 (ii) we show the attacked
deceleration signal where it can be seen that the impact occurs
at 1.5 seconds and the collision signal is set to 1, while the
egoCarStop signals is still set to zero. In the right side of
Figure 10 (ii) we show the relative distance which gets to
3.7m at collision time (3.7m is the length of the car) and
further progresses to 2m.

3) Integration with real-world network simulators: The
Simulink models can be interfaced with network simulators
like the CANoe environment5 which can reproduce traffic from
a real-world bus. As a proof-of-concept we have also linked a
CAN bus simulation with the Simulink components by using

5https://www.vector.com/int/en/products/products-a-z/software/canoe/

the Matlab Integration Package. This allowed us to send and
receive frames from a CAN bus on top of which a more
complex network architecture can be implemented. Having the
Simulink model interfaced with CANoe, a Replay Block was
added on the PrCAN which is able to reproduce a CAN Trace
extracted from a real car. For this we used data collected in a
real world Hyundai i20, a small hatchback produced between
2014-2020. With this trace running in the background, a small
bus overhead of about 35% was added. The increased busload
had no influence on the results, suggesting that the attacks will
have similar effects even on more complex buses. A more in-
depth exploration of more complex networks may be subject
of future work for us.
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TABLE III
AEB RESULTS: COLLISION VELOCITY AND DISTANCE TO TARGET AT VARIOUS ATTACK SUCCESS RATES

p = 0.5 p = 0.2 p = 0.1 p = 0.05
Signal Attack Collision

velocity[km/h]
Distance to
target[m]

Collision
velocity[km/h]

Distance to
target[m]

Collision
velocity[km/h]

Distance to
target[m]

Collision
velocity[km/h]

Distance to
target[m]

A1 (relative distance)
Fuzzing 45.61 0 45.43 0 34.16 0 no coll. 1.14
Replay 43.44 0 no coll. 1.14 no coll. 1.14 no coll. 1.14

DoS no coll. 2.57 no coll. 1.3 no coll. 1.3 n/a n/a

A2 (relative velocity)
Fuzzing 49.03 0 43.56 0 37.87 0 no coll. 1.14
Replay 30.45 0 no coll. 1.14 no coll. 1.14 no coll. 1.14

DoS 17.34 0 no coll. 1.14 no coll. 1.14 n/a n/a

A3 (Deceleration)
Fuzzing 55.40 0 43.88 0 43.88 0 29.95 0
Replay no coll. 0.36 no coll. 0.72 no coll. 0.72 no coll. 0.72

DoS 15.69 0 no coll. 0.34 no coll. 1.14 n/a n/a

A4 (Throttle)
Fuzzing no coll. 2 no coll. 1.77 no coll. 1.77 no coll. 1.73
Replay no coll. 0.09 no coll. 1 no coll. 1 no coll. 0.98

DoS no coll. 1.15 no coll. 1.14 no coll. 1.14 n/a n/a

A5 (Long. velocity)
Fuzzing no coll. 0.46 no coll. 0.15 no coll. 0.15 no coll. 0.86
Replay no coll. 0.94 no coll. 1.13 no coll. 1.13 no coll. 1.13

DoS no coll. 1.14 no coll. 1.14 no coll. 1.14 n/a n/a
A6 (Curvature) Fuzzing no coll. 0.34 no coll. 0.34 no coll. 0.34 no coll. 1

(i)

specific AEB signals including deceleration (left) and the resulting velocities and headway without attack (right)

(ii) specific AEB signals including deceleration with fuzzing attack (left) and the resulting velocities and headway in case of the attack attack (right)

Fig. 10. AEB signals without adversarial intervention (i) and under a fuzzing attack on deceleration (ii)

B. Hazard analysis and risk assessment

1) ACC results interpretation based on existing literature
data: We now perform a hazard analysis and risk assessment
for the ACC results. In Table IV we classify the severity of
impact on the passengers in case of the ACC model based
on the injury risk curves from [49]. To determine the impact
on injuries, we consider a worst case in which the front
vehicle is stationary and recall the reasoning in [49] which
uses the change in velocity to quantify the severity injuries. In
Table IV we classify the severity of impact on the passengers
considering that the lead vehicle is stationary, i.e., vcollision =
vego
2 , where vcollision is the collision velocity, vego is the ego

car velocity. In this scenario, a fuzzing attack with attack
probabilities p = 0.2 and p = 0.5 on the ACC system leads
to a cumulative probability of fatal/severe injuries in case the
attack is on the relative distance, relative velocity, acceleration
or curvature. Based on the ISO 26262-3 specification, we
conclude that a fuzzing attack with probability p = 0.2 and
p = 0.5 can be assigned an AIS 4 to 6. Therefore, it shall not
be acceptable for an IDS to have a false-positive rate larger
than 20% when performing in an ACC system.

2) AEB results interpretation based on existing literature
data: In Table V we classify the severity of the impact in case
of the AEB model based on the injury risk curves from both
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[49] and [48]. There are differences between the interpretations
of the two works, i.e., [49] quantifies based on the cumulative
probability of severity while [48] uses the probability alone
(non-cumulative). Thus, there may be slight differences in the
interpretations outlined by us in Table V. A fuzzing attack with
probability p = 0.05 on the AEB system leads to leads to 50%
cumulative probability of severe injuries and 70% probability
of light injuries in case the attack is on the deceleration. This
injuries can be assigned to AIS 1 to 4. The same fuzzing
attack when the probability increases to p = 0.1 leads to 60%
cumulative probability of severe injuries and 60% probability
of light injuries for the pedestrian in case of an attack on the
relative distance. The cumulative probability becomes 64% for
severe injuries or alternatively 50% for light injuries for the
pedestrian in case of an attack on the relative velocity. In case
of an attack on the deceleration, there is a 77% cumulative
probability of severe injuries and a 60% probability of severe
injuries for the pedestrian. This allows an assigned to AIS
1 to 4. By further increasing the probability of the fuzzing
attack to p = 0.2 the results are similar to the previous case
for p = 0.1 except for the attacks on the relative distance and
velocity which now have a severe effect in both interpretations.
Fuzzing attacks and replay attacks with probabilities p = 0.5
lead to a similar impact as in case of the probability p = 0.2
for the attack on the relative distance. Also, for the relative
distance the replay attack has the same impact as the fuzzing
attack. A fuzzing attack on the relative velocity leads to a 51%
cumulative probability of fatal injuries and a 80% probability
of severe injuries for the pedestrian. For replay attacks on the
relative velocity, the outcome is a 50% cumulative probability
of severe injuries and a 95% probability of light injuries for
the pedestrian. The DoS attack on the relative velocity leads
to a 20% cumulative probability of light injuries and a 90%
probability of light injuries for the pedestrian. Fuzzing attack
on the deceleration leads to a 63% cumulative probability of
fatal injuries and a 80% probability of severe injuries for the
pedestrian. Finally, the DoS attack on the relative velocity
leads to a 17% cumulative probability of light injuries and
a 95% probability of light injuries for the pedestrian.

Due to obvious safety concerns and experimentation costs,
it is not possible for us to further validate such attacks on
the AEB or ACC systems inside a real car. This is also the
case with related works addressing intrusions on the CAN
bus which generally use data collected from a car that is
augmented with attacks in an off-line manner [14], [20], while
only a recently emerged body of works considered attacks on
Simulink models [27], [25]. Since the models that we use
for vehicle dynamics and the AEB/ACC systems are industry
standard, being employed in various works [24], [28], [29],
and we considered an architecture from a real-world Hyundai
coupe, the results from our work should be as close as possible
to the real-world behavior in case when such attacks occur.
Of course, no simulation is perfect. But, needless to say, this
is precisely the role of a simulation, to provide a first line
of evidence for how the system will respond without risking
physical damage, while the validity of the results should be
within reasonable bounds as long as the models are correct.

TABLE IV
INTERPRETATION OF ACC RESULTS BASED ON EXISTING LITERATURE

DATA CONSIDERING THAT THE LEAD VEHICLE IS STATIONARY

p = 0.5 p = 0.2
Signal Attack Severity based on

[49]
Severity based on

[49]

A1 (relative distance) Fuzzing fatal 85% severe 85%
A2 (relative velocity) Fuzzing fatal 87% fatal 82%

A3 (Acceleration) Fuzzing fatal 80% severe 80%
A5 (Curvature) Fuzzing fatal 100% severe 86%

C. Proposed countermeasures

Our methodology from Section 1 outlines that the scope
of the impact assessment is to determine the target rates
for the accuracy of an intrusion detection system on spe-
cific functionalities/components. For completeness however,
we now also discuss several ways to mitigate the effects of the
aforementioned attacks. While fault confinement and diagnosis
methods exists at the ECU level, these do not respond to the
previously analyzed attacks.

One obvious way to decrease the adversary success rate
is by increasing the number of legitimate packets. This can
be done by increasing the cycle time of specific messages
in case that intrusions are detected or by adding additional
sources (ECUs or sensors) to increase redundancy in case of
corrupted units. However, this may also increase the bus-load
and lead to unreasonable costs in bandwidth. For this reason,
in what follows we discuss the introduction plausibility checks
that can be done at the component level, i.e., by the software
routine that implements the specific functionality. The main
role of the plausibility checks is to filter intrusions, reducing
the attack probability, sometimes even completely eliminating
the attack, e.g., when the probability of attack is low as in
some of our experiments. We consider that plausibility checks
can be efficiently deployed inside the module/component
where the signal is consumed because there is much more
control and understanding of the functionality at design time.
The consumed signal can be easily checked and in case of
conspicuous errors, it can be more easily corrected by using
default/neutral values, e.g., old values, zeros, the maximum
value, the minimum value, or even another signal that is
calculated internally or comes from other source. These checks
can be also performed by the IDS, however, if the IDS is done
at the CAN communication layer, specific know-how about the
functionality that consumes the signal may be missing.

Since only fuzzing attacks had a great impact on the ACC
and AEB systems, e.g., causing hazards with a high severity
even if the attack probability was low p = 0.05 − 0.2, we
illustrate such corrections on this type of attack alone. Conse-
quently, we have implemented in Simulink a plausibility check
for the signals in order to mitigate hazards. For the ACC model
we implement plausibility checks for acceleration, relative
distance, velocity and curvature. In case of the AEB model
we implement plausibility checks for deceleration, relative
distance and velocity. A mandatory validation condition for
all signals, is the gradient check, i.e., verify that the absolute
value of the difference between two consecutive samples is
greater than a predefined threshold. If the gradient is lower
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TABLE V
INTERPRETATION OF AEB RESULTS BASED ON EXISTING LITERATURE DATA

p = 0.5 p = 0.2 p = 0.1 p = 0.05
Signal Attack Severity base

on [49]
Severity base

on [48]
Severity base

on [49]
Severity base

on [48]
Severity base

on [49]
Severity base

on [48]
Severity base

on [49]
Severity base

on [48]

A1 (relative distance)
Fuzzing severe 80% severe 70% severe 80% severe 70% severe 60% light 60% no coll. no coll.
Replay severe 80% severe 70% no coll. no coll. no coll. no coll. no coll. no coll.

A2 (relative velocity)
Fuzzing fatal 51% severe 80% severe 77% severe 60% severe 64% light 50% no coll. no coll.
Replay severe 50% light 95% no coll. no coll. no coll. no coll. no coll. no coll.

DoS light 20% light 90% no coll. no coll. no coll. no coll. n/a n/a

A3 (Deceleration) Fuzzing fatal 63% severe 80% severe 77% severe 60% severe 77% severe 60% severe 50% light 70%
DoS light 17% light 95% no coll. no coll. no coll. no coll. n/a n/a

TABLE VI
ACC RESULTS: INJURY REDUCTION IN CASE OF FUZZING ATTACKS USING

THE PLAUSIBILITY CHECK OF THE RECEIVED SIGNALS

p = 0.5 p = 0.2
Signal Collision

velocity[km/h]
Distance to
target[m]

Collision
velocity[km/h]

Distance to
target[m]

A1 (rel. distance) no coll. 9.68 no coll. 8.09
reduction: fatal → none reduction: severe → none

A2 (rel. velocity) no coll. 17.63 no coll. 7.85
reduction: fatal → none reduction: fatal → none

A3 (accel.) no coll. 9.68 no coll. 7.35
reduction: fatal → none reduction: severe → none

A5 (curvature) no coll. 10.56 no coll. 10.56
reduction: fatal → none reduction: severe → none

Fig. 11. Plausibility checks on acceleration, deceleration and curvature

than the threshold, we consider that the current value of the
signal is legitimate. Otherwise, we consider that the current
value of the signal may be corrupted and in this case we
freeze the signal. The improvements on the severity level are
highlighted in Tables VI and VII where we show the injury
reduction after the plausibility checks are implemented. We
detail all these with respect to each signal in what follows.

1) Plausibility checks on the acceleration: The plausibility
check for the acceleration is outlined in Figure 11. In case of
the ACC model, our simulation results shows that checking
the gradient alone with a 0.4 threshold is sufficient to avoid
the collisions in case of the fuzzing attacks with probabilities
p = 0.5 and p = 0.2. The minimum distance to the target is
9.68m in case of p = 0.5 and 7.35m in case of p = 0.2. It
means a reduction from fatal/severe injuries to none.

2) Plausibility checks on the brake signal: For the brake
signal identical checks to the case of acceleration are sufficient
since the brake signal for the AEB has a similar role to the
acceleration signal for the ACC. Consequently, the Simulink
design for plausibility checks on deceleration is identical to the
previous one and we omit it in the figure. By using a gradient
check with a 0.4 threshold, the collisions are avoided in case of
the fuzzing attacks for all the previous attack probabilities: p =
0.5, p = 0.2, p = 0.1 and p = 0.05. This means a reduction

Fig. 12. Plausibility checks on relative distance and velocity for ACC

from fatal/severe injuries to none or from severe/light to none.
3) Plausibility checks on the relative distance and velocity

for ACC model: We depict the Simulink design for relative
distance and velocity in Figure 12. The relative distance and
velocity are the main inputs for the ACC and the AEB
systems which will trigger the brake or deceleration when
these signals are decreasing, i.e., this means that the ego
vehicle is approaching an obstacle. Because of this, gradient
checks alone are no longer sufficient to filter the attacks. We
modify the plausibility checks as follows. If the current value
of the signal is greater than the previous value and the gradient
larger than a predefined value, i.e., 1 in our case, then it may
be that the current value of the signal is corrupted and in this
case we use its old value. Otherwise, we consider that the
current value of the signal is the legitimate one. In case of
the ACC model, for the relative distance and velocity signals,
our simulations show that these plausibility checks can avoid
the collisions in case of the fuzzing attacks with probabilities
p = 0.5 and p = 0.2. The minimum distance to the target is
9.68m for the attack on the relative distance and 17.63m for
the attack on the relative velocity, in case when p = 0.5 and
8.09 m for the attack on the relative distance and 7.85m for
the attack on the relative velocity in case of p = 0.2. It means
a reduction from fatal/severe injuries to none.

4) Plausibility checks on the relative distance and velocity
for AEB model: Since in case of the AEB model the relative
distance and velocity can be discontinuous, i.e., the obstacle
may go undetected for a short period of time, we add a
supplementary condition that checks if the signal is finite.
Then for the plausibility check of the relative distance and
velocity from the AEB model we use 3 conditions: i) check
if the signal is finite, ii) gradient check with a 1 threshold iii)
check that the current value of the signal is larger than the
previous value. We depict the Simulink design for relative
distance and velocity in Figure 13. For the AEB relative
distance and velocity signals, our simulation shows that these
checks will avoid the collisions in case of the fuzzing attacks
with low probabilities, i.e., p = 0.1 and p = 0.05. For an
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TABLE VII
AEB RESULTS: INJURY REDUCTION IN CASE OF FUZZING ATTACKS USING THE PLAUSIBILITY CHECK OF THE RECEIVED SIGNALS

p = 0.5 p = 0.2 p = 0.1 p = 0.05
Signal Collision

velocity[km/h]
Distance to
target[m]

Collision
velocity[km/h]

Distance to
target[m]

Collision
velocity[km/h]

Distance to
target[m]

Collision
velocity[km/h]

Distance to
target[m]

A1 (relative distance)
44.31 0 30.56 0 no coll. 0.85 no coll. 1.14

no injury reduction reduction: severe → severe/light reduction: severe/light → none reduction: n/a

A2 (relative velocity)
49.03 0 no coll. 0.85 no coll. 0.85 no coll. 1.14

no injury reduction reduction: severe → none reduction: severe/light → none reduction: n/a

A3 (Deceleration)
no coll. 0.22 no coll. 0.22 no coll. 0.22 no coll. 0.47

reduction: fatal/severe → none reduction: severe → none reduction: severe → none reduction: severe/light → none

Fig. 13. Plausibility checks on relative distance and velocity for AEB

attack probability of p = 0.2, the collision is avoided only
for the attack on the relative velocity, while for the attack
on the relative distance the collision occurs but the velocity
is reduced from 45.43km/h to 30.56km/h which means a
reduction from severe to severe/light injuries. For the attack
probability p = 0.5, no significant improvement was obtained.

5) Plausibility checks on the curvature for ACC model:
For the curvature, identical checks to the case of acceleration
and brake are sufficient since the curvature, in our model
is a constant value. Consequently, the Simulink design for
plausibility checks on curvature is identical to the plausibility
checks for acceleration and brake and we omit it in the figure.
By using a gradient check with a 0 threshold, the collisions
are avoided in case of the fuzzing attacks for the p = 0.5 and
p = 0.2 attack probabilities. This means a reduction from fatal
injuries to none.

In general, the plausibility checks from the model set room
for a reduction of injuries, e.g., even from fatal/severe down
to none. However, if the attack probability was too high,
e.g., p = 0.5 and the attack was performed on the relative
distance and/or velocity, the impact could not be reduced
which suggests that a p = 0.5 in detecting intrusions is not
workable for AEB systems (reductions to severe/light or none
do happen for p = 0.2). These plausibility checks should not
influence the signals if the threshold is correctly chosen and the
adversary is not present on the bus, i.e., no attacks are detected
and the signals are correct. If the threshold is incorrect, delays
of one recurrence may occur, i.e., 100ms in our case, but these
delays do not significantly impact the system.

VII. CONCLUSION

Model-based design is commonly used in the automotive
industry to save time and costs as it allows simple code reuse
and generation as well as real-time simulations [50]. This
approach is also recommended for safety components [51] and,
more recently, for ADAS components [52]. Our work suggests
a V-cycle inspired methodology based on such models that
may be useful when designing intrusion detection systems

for in-vehicle networks. In the light of this methodology we
showed how the impact of cyber-attacks can be assessed on
two safety-critical, wide spread car components: the ACC and
AEB. Notably, cyber-attacks can inflict from light to severe or
even fatal injuries. Our results show that false negatives of 5%
may lead to severe injuries in case of fuzzing attacks, while for
replays 40% false negatives will have similar consequences. In
case of DoS attacks, a duration longer than 500ms will also
cause a collision which leads at least to light injuries. This
suggests a 97.5% success rate to be acceptable for detecting
fuzzing attacks and an acceptable communication loss below
500ms. Nonetheless we also discuss countermeasures which
for our models can significantly reduce the risks of injuries.
Our work is the first to discuss the relation between accuracy
levels for intrusion detection and their impact on safety and
we hope that more works will follow in this direction.
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