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ABSTRACT 

Extreme Learning Machines (ELM) is a fast learning algorithm that eliminates the tuning of 
input parameters (weights and biases) of the hidden layer. However, ELM does not 
guarantee the optimal setting of the weights and biases due to random input parameters 
initialization. Therefore, ELM suffers from instability of output, large network size, and 
degrade generalization performance. To overcome these problems, an efficient co-
evolutionary hybrid model namely as Cross-Entropy Moth-Flame Optimization (CEMFO-
ELM) model is proposed to train a neural network for the selection of optimal input weights 
and biases. The hybrid model balanced the exploration and exploitation of the search 
space, and then selected optimal input weights and biases for ELM. The co-evolutionary 
algorithm reduced the chances of been trapped into the local extremum in the search 
space. Accuracy, stability, and percentage improvement ratio (PIR%) were the metrics 
used to evaluate the performance of the proposed model when simulated on some 
classification datasets for machine learning from the University of California, Irvine 
repository.  The co-evolutionary scheme was compared with its constituent individual 
ELM-based enhanced meta-heuristic schemes (CE-ELM and MFO-ELM). The co-
evolutionary meta-heuristic algorithm enhances the selection of optimal parameters for 
ELM. It improves the accuracy of ELM in all the simulations, and the stability of ELM was 
improved in all, up to 53% in Breast cancer simulation. Also, it has better convergences 
than the comparative ELM hybrid model in all the simulations.  
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1. INTRODUCTION 
 

Machine learning techniques have been used in recent times to solve classification tasks (Ahmed, 

Brickman, et al., 2019; Yi, Kong, et al., 2020). It is an approach where computers draw inferences 

from environmental data without explicit programming. As an artificial intelligence scheme, it 

automatically learns when exposing to new data (Breck, Polyzotis, et al., 2019) without being explicitly 

programmed (Liu, Wang, et al., 2017). Machine learning adjusts program behaviour relative to the 

patterns in the data it is exposed to. It is being used recently in some tasks like expert systems 

(Pozna and Precup, 2014), speech recognition, auto-drive cars, understanding  the  human  genome, 



 

 effective web browsing, decision making, and many other (Albu, Precup, et al., 2019; Fong, Li, et al., 

2020). Multilayer Feedforward Neural Network (MLFN) is popular in the implementation of Machine 

learning algorithms (Guliyev and Ismailov, 2018). However, Single Layer Feedforward Neural Network 

(SLFN) is proved in literature to have good learning ability with tolerable error (Qing, Zeng, et al., 

2020). 

There have been intensive studies on SLFN in recent times. Some of the algorithms are back-

propagation algorithms (Aljarah, Faris, et al., 2018; Das, Kuhoo, et al., 2019; Duan, Li, et al., 2018): 

Radial Basis Function (RBF), Fourier series, wavelet networks (Lu, Qiu, et al., 2016), the Levenberg-

Marquardt algorithm (Mikhaylov and Tarakanov, 2020), Artificial Neural Network (ANN) (Shahid, 

Rappon, et al., 2019). These SLFN classification algorithms have parameters whose values cannot be 

estimated directly from datasets (Saporetti, Duarte, et al., 2019). The weights and biases, for example, 

greatly influence the performance of classification algorithms. Most algorithms adopt the 

backpropagation (BP) method, in which the parameters have to be tuned to minimize error. 

Huang et al., (2004) proposed Extreme Learning Machines (ELM) to solve the parameter tuning 

challenges in SLFN. ELM randomly determines the initial parameters (weights and biases). The 

weights of the output layer are determined analytically using Moore Penrose's general inverse 

(pseudo-inverse) matrix. ELM learning principle is a linear model, where the input weights and biases 

are randomly initialized, without being further updated. Therefore, the weights and biases no longer 

require iterative tuning as they were in the conventional feedforward networks (Chen, Kloft, et al., 

2018). ELM is embraced in research, and it has been applied in many areas (Alade, Selamat, et al., 

2018; Toprak, 2018). However, the acceptance of ELM and its wide usage has opened up some gaps 

for several issues. The hidden layer of ELM requires a higher number of neurons (Eshtay, Faris, et al., 

2020; Faris, Mirjalili, et al., 2020b).  

More so, the random assignment of input parameters challenges the stability of ELM. Over-

parameterized design of ELM usually results in an ill-conditioning problem when it is updated with 

recursive least squares during the training phase (Zhang, Yang, et al., 2018), and may eventually 

lower the degree of its accuracy. Therefore, the outputs from ELM are usually sensitive to data 

perturbation and thereby unstable (Eshtay, Faris, et al., 2018b). This may prove the output of ELM to 

be a poor estimation of the truth, which may lead to a wrong decision. This may affect its deployment 

for some time-sensitive applications. Filling these gaps have been responded to in many ways by 

researchers. 

 There are many variants of ELM in literature aiming at ensuring an optimal number of neurons in the 

hidden layer. They are Incremental-ELM (Huang, Li, et al., 2008), Online-sequential ELM (Nan-Ying 

Liang, Guang-Bin Huang, et al., 2006), pruning-ELM (Rong, Ong, et al., 2008), Voting-based ELM 

(Huang, 2008), two-stage ELM (Zhao, Wang, et al., 2012), Ensemble ELM (Albadr and Tiun, 2017)  

and many more. Multiple tests of errors comparisons are required to determine the optimal number of 

hidden neurons. These approaches are time-consuming and they require larger randomness (Z. Tian, 

Ren, et al., 2019). More so, they could not adequately solve the challenge of how the optimal number 

of the neuron is determined.  



 

Wang, Cao, et al., (2011), proposed an Efficient Extreme Learning Machine (EELM) as a high-quality 

feature mapping algorithm.  EELM properly selects input weights and biases and then calculates the 

output weights. Its focus was to ensure that the column of the hidden neuron output H is fully ranked. 

The work improved learning rates and ensured a robust network structure. Janakiraman et al. (2016) 

proposed a stochastic gradient. Their approach incorporated a notion of stable learning that preserves 

the simplicity and generalization of standard ELM. The results’ evaluation employed the Lyapunov 

approach for error measure and the boundedness of the learning rates. The results over-fit, tend to 

fall into a local minimum, and the accuracy needs improvement. 

Optimization techniques have greatly contributed to the enhancement of base learner algorithms such 

as ELM and other machine learning algorithms. Precup, Hedrea, et al., (2021) discussed artificial 

intelligence techniques in terms of nature-inspired optimization algorithms and neural networks 

systems engineering. Precup, David, et al., (2021) proposed an approach to the SMA-based tuning of 

cost-effective fuzzy controllers for servo systems. The validation of the work showed its superiority 

over some other meta-heuristic algorithms. To improve the computational time, self-assembly 

algorithms, Zapata, Perozo, et al., (2020) employed a co-evolutionary scheme of a classic self-

assembly algorithm (CSA) and particle swarm optimization algorithm (PSO). This approach balanced 

the exploration and the exploitation of the search space. This literature is proofs that meta-heuristic 

optimization technics can be adapted to the selection of parameters of ELM to improve its 

classification performance. 

Metaheuristic algorithms (MAs) combine randomness and optimization of the search, to guide the 

search process to ensure efficiency in the search space and provide optimal solutions for hard 

optimization problems. The operating principle of most MA algorithms is based on either bionic (bio-

inspired) or physical phenomena. The bio-inspired optimization techniques are a better MA option to 

optimize the parameters of ELM. Li, Shuang, et al., (2019) used MA to guide the exploration and 

exploitation search process. The MA is problem-independent and can provide a good solution to both 

simple and complex tasks. Recently, Eshtay et al., (2018a) observed that there is improvement in the 

performance of ELM when it is hybrid with meta-heuristic optimization algorithms to select input 

weights and biases. Alshamiri, Singh, et al., (2018) proposed a two swarm intelligence based 

metaheuristic techniques with Artificial Bee Colony (ABC) and Invasive Weed Optimization (IWO). 

The hybrid algorithm tuned the input weights and hidden biases. They tested the proposed on 

different benchmark classification data sets. The simulations showed a good generalization 

performance in comparison to other techniques.  

Most MA optimization techniques used to enhance ELM are population-based algorithms. Some of 

them are Particle Swarm Optimized ELM (PSO-ELM) (Vidhya and Kamaraj, 2017), Genetic Algorithm 

ELM (GA-ELM)  (Zhou, Zhou, et al., 2020), Cuckoo Search Optimization ELM (CSO-ELM) (R. Wang, 

Li, et al., 2018), Fire-flight algorithm (FA) (Li, Liu, et al., 2019), Bat Swarm Optimization (BSO) 

(Alihodzic, Tuba, et al., 2017), Artificial Immune Systems ELM (AIS-ELM) (H. Tian, Li, et al., 2018), 

Artificial Bee Colony (ABC-ELM) (Yang Wang, Wang, et al., 2017), Differential Evolution (DE-ELM) 

(Saporetti, 2019), Improved Grey Wolf Optimization (IGWO) model (Cai, Gu, et al., 2019), etc. Despite 



 

the relative success of these metaheuristics approaches in terms of flexibility and efficiency towards 

solution finding, they continue to suffer slow convergence and often get stuck at the local optima. 

These issues challenge the accuracy of ELM. 

This research work proposes a co-evolutionary scheme of two stochastic algorithms to address the 

issue of parameters selection for ELM. The co-evolutionary algorithm employs a hybrid of Cross-

Entropy (CE) and Moth-Flame Optimization (MFO) schemes. The two schemes are from different 

backgrounds. CE is a stochastic algorithm that has its root from a physical phenomenon, while MFO 

is based on swarm intelligent optimization technique. 

The rest of this paper follows thus: Section 2 explains the ELM classification algorithm. We discussed 

the two (2) meta-heuristic schemes used in this study in fair detail in Section 3. The description of the 

hybrid scheme of the CEMFO-ELM algorithm is presented in Section 4. Sections 5 and 6 present 

implementation and the discussion of results respectively, and in Section 7, we conclude the paper. 

 
2.  EXTREME LEARNING MACHINE 

 

ELM aimed at training SLFN for the smallest norm of output weights (  ) (Huang, 2004). This 

proposition was for the good generalization performance of feedforward neural networks. ELM 

randomly generates the initial weights and biases by a continuous piecewise probability function. 

Moore Penrose inverse matrix ( )H was used to determine the output weight of ELM analytically. This 

helps the algorithm to remove the problem of long training phase common to other gradient descent 

algorithms and minimizes norm among the least square solution. 

For an ELM with an input dataset X  of N  instances, each instance has d -dimensional feature and 

belongs to 1 or m   classes in the set, we represented the dataset as  , , 1,...,k kx y X k N   kx  is 

the input vector n
kx R , and ky  is the expected result m

ky R . An SLFN of size L , training 

vectors of ,1 ,2 ,, ,...,
T

k k k k nX x x x   , 1,...,k N , an activation function ( )g x  and an output vector  

,1 ,,...,
T

k k k mY y y     are mathematically modelled in terms of: 

 
   

1

y . ,    1,  
L

k j j k j
k

g w x b k N


   (1)

where  ,1 ,2 ,, ,...,
T

j j j j nw w w w     is a weight vector connecting the thk  input node to thj  neuron, 

and jb  bias of thj  hidden neuron. ,1 ,2 ,, ,...,
T

j j j j n        is the output weight vector of 

connecting the hidden neurons and the m   output neurons, .j kw x  is the inner product of jw  and kx . 

Equation Error! Reference source not found. is compactly presented as follows for N  system of 

equations: 
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where , ,H   and Y are: 
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To calculate   analytically, the minimum norm least-square solution is found: 

† ˆ     
min

Y 


  H Y  H   (6)

† 1( )T T H HH H  (7)

†H is the pseudo inverse matrix of the hidden layer output H . Figure 1 shows the structure of ELM. 

 

Figure 1 The structure of Extreme Learning Machines 
 



 

 
 
 

3.  META-HEURISTIC ALGORITHMS 
 

A metaheuristic is a "master strategy that guides and modifies other heuristics to produce solutions 

beyond those that are normally generated in a quest for local optimality" (Glover, 1989). More so, all 

MAs involve a compromise of randomization and local search. That is, they generate particles 

randomly, e.g. using 

    kj j j jX r ub lb lb  �  (8)

 

and apply a function as a search operator for exploitation depending on the optimization algorithm 

being used, where kjx is moth  thk  in feature location thj  of the search space, 1,...,k n   

1,...,j d ; lb  and  ub  are minimum and maximum limits of particles’ position in the space, � is the 

Hadamard product. Meta-heuristics models attempt to ensure quality solutions to hard optimization 

tasks at a reasonable time. The two meta-heuristics considered in the paper are discussed below. 

 
3.1. Cross-Entropy Optimization Scheme 

 
CE scheme is a minimization scheme based on Kullback–Leibler model (Botev, Kroese, et al., 2013). 

It is an adaptive importance sampling technique, therefore, we used it as a stochastic algorithm for 

optimizations. CE can solve several complex estimation and optimization problems. It is good for the 

exploration of the search space. Therefore, in this study, we used it to enhance the exploration of a 

population-based optimization algorithm. The CE optimization model is expressed in 

  min : ^   S x X  R n R  (9)

CE operator enhances the diversification of particles (guesses) in the search space. It generates 

particles using 

 ()ix rnd   �  (10)

where ()rnd  is a random number generator that produces a Gaussian distribution. Then it uses two 

parameters to update the positions of the particles, which are the mean  and the standard deviation 

 . The mean attempts to seek the points with the best solutions, while the standard deviation 

continues to reduce until the parameters’ focus is the region of the best solution. The parameters are 

then updated with 

   1M lr lr samples  � �  (11)

(1 )S lr lr samples  � �  (12)

where  1 2, ,. .., nM     and  1 2, ,. .., nS       1,2,...,i n . Learning rate lr  performs the 

variation in each iteration in equations (11) and (12) for these operations. 

 



 

 

 
3.2. Moth-Flame Optimization Scheme 

 
Moth-Flame Optimisation (MFO) is a recent swarm-based intelligent MA (Mirjalili, 2015). The particles 

of MFO are randomly initialized as moths. Each moth represents a candidate solution, and the 

positions of moths are the features in the search domain. The moth positions are the parameters of 

ELM to be optimized. These positions of the moth are initialized randomly within [-1 and 1] (Mirjalili, 

2015; Sayed, Darwish, et al., 2019).  The structure of MFO is modelled in two parts – the moth and 

the flame. The moth positions are initialized randomly using the equation (8). The encoding scheme in 

Figure 2 defines the dimension of the moth. 

 

Figure 2 MFO individual encoding scheme 

The structure of the individual moth encoding scheme is composed of n inputs (the dimension of the 

input data) and the  hidden nodes.  is the length of each candidate solution in the MFO search 

space. d is calculated with 

d n K K �   (13)

MFO initializes individual particles in the swarm with  dimension. 

The fitness values represent the current best position of each moth, and it is calculated with 

min(1 )OM Accuracy   (14)

The moth positions are represented in the matrix M and the corresponding fitness function for each 

moth OM in 
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n  is the moths’ population, and d is the dimension. 

The position vector of each moth in the search space is regulated by a flag operator to ensure optimal 

fitness values. The fitness values are calculated using a fitness function. OM in equation (15) is a 

vector that contains the corresponding fitness values of each moth.  

A similar matrix to the moths’ (F) is constructed for the flame as follows: 
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n  is the flames’ population (the same as moths’ population). OF contains the corresponding fitness 

values for each flame – equation (16). The flames are the best moth positions attained so far. Both 

the moths and the flames are candidate solutions in the search space. The moths (the search agents) 

move around the flames.  The moths search around the flames and update accordingly if there is a 

better solution. The process continues until it reaches the maximum set iteration. 

The effectiveness of the algorithm strongly depends on the distance D between the moths and the 

flame. D is calculated in terms of 

i j i
D F M   (17)

where iM  is the thi moth, iF  the thj flame, and iD   is the distance between the thi  moth and the 

thj  flame. Moths update mechanism uses a logarithmic spiral in 

   , Cos 2bt

i i i j
S M F D e t F   (18)

Equation (18) meets the standard conditions set in literature for moth update thus: (i) the spiral should 

begin from a moth, (ii) a flame’s position should be the terminal point of the spiral, (iii) Fluctuation of 

the spiral should be within the search space (Mirjalili, 2015). 

S  function model controls the flying of a moth around a flame. jD  indicates the Euclidian distance 

between thi  moth and thj flame,  b  is a parameter that defines the shape of the spiral model, it 

decreases linearly from -1 to -2 with iteration. It determines the convergence of the algorithm. t  

parameter is randomly generated between [-1,1] which specifies how close the next moth position 

should be to the flame. 2 t  in the equation is the distance between successive turns of the spirals.  

The moths’ position update relative to n locations in the space can degrade the exploitation of the 

candidate solution. Therefore, the following adaptive model is employed to determine the number of 

flames: 

1
 x 

N
flameNumber round N l

T


 

 
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 

 (19)

N   is the flames’ population, l  – the current generation, and T  – maximum number of generations. 

In the last generation, the moths’ position update is computed concerning the best flame. The best 

moth is the optimum approximation returned after the simulation. The decrement in the flames is to 

maintain a balance between exploration and exploitation space. 

 
 

4.  HYBRID CEMFO-ELM 
 



 

We proposed a hybrid model of Cross-Entropy (CE) and Moth-Flame Optimization (MFO) algorithms 

to balance the exploration and exploitation of the search process and ensure the selection of optimal 

input weights and biases. The hybrid model is named Cross-Entropy Moth-Flame Optimization Based 

Extreme Learning Machine (CEMFO-ELM). The implementation proposed a fusion of CE and MFO 

operators. As a co-evolutionary technique, CEMFO-ELM preserves the global optimization capability 

of CE for fast convergence advantage, and the good exploitation of MFO algorithm in a local search 

space. The two algorithms complement their respective advantages. Hence, it selects and presents 

optimal parameters of weights and biases needed to enhance the ELM performance. The algorithm of 

the hybrid model is shown in Algorithm 1. 

 

Algorithm 1: Cross Entropy Moth-Flame Optimization Algorithm 
1: Initialize parameters dimension d, lower and upper bound lb & ub, learning rate lr, k_sample, 

generation   iterMax 
2: Generate random samples using equation (8) 
3: Compute fitness with equation (14)  
4: Calculate means and deviations (11) and (12) 
5: Sort guesses X  
6: Select the initial best as the k_sample 

7: While loop 
8:  Generate new guesses with the mean and standard deviation and all the parameters 

equation Error! Reference source not found.  
9:  Calculate the fitness with equation (14) 
10:  Calculate the new mean and deviation with the CE parameters (11) & (12)  
11:  Sort the new guesses SX  
12:  Calculate the distance of Moths X  to Flame SX   with equation (17)  
13:  Update X  with spiral equation (18)  
14:  Determine the best 
15: End while 
 



 

 

 

Figure 3. The flowchart of the CEMFO-ELM algorithm 

 
Figure 3 is the flowchart of the proposed hybrid model. The green region of the diagram represents 

the CE exploration phase, while the part marked with orange colour shows the MFO exploitation 

phase   

. 
 

 
5.  METHOD OF IMPLEMENTATION  

 

There are two main functions in a meta-heuristic algorithm – the exploration and the exploitation 

functions. These functions should be balanced to ensure the efficient performance of a meta-heuristic 

algorithm.  The essence of training a neural network is to choose the best parameters for the neural 

network. The popular parameters of ELM are weights and biases. As shown in the Algorithm I above, 

optimization was used to training and select the best of these particles that carry the optimal 

parameters (input weights w and biases b). The subsections below explain the hybridization process, 

tools, data preparation, and the conditions of implementation.  

 

5.1. Exploration and Exploitation Processes of CEMFO-ELM  
 

The optimization problem is to select optimal input weights w and biases b for ELM neural network. In 

the exploration phase, the proposed CEMFO-ELM algorithm used the CE operator to generate 

guesses using equation Error! Reference source not found. as shown in Algorithm 1.  The fitness 

value of each particle is calculated with equation (14). The particles are arranged in descending order 



 

of the fitness values.  The best CE _ samplek  is selected. The mean and standard deviation are 

computed using equations (11) and (12) respectively. These are used in equation Error! Reference 

source not found. to generate new guesses to enhance the exploration. The learning rate lr in 

equations (11) and (12) varies the parameters (means and standard deviation) of each iteration. 

In the exploitation phase, the MFO receives the first matrix as moths and the new guesses as moths 

from CE – equations (16) and (16) respectively.  The MFO operator considered the distance of each 

moth from the flame in equation (18), it then used the distance in the spiral equation (18) to determine 

the next position in the search space. This mechanism promotes the exploitation, and attempt to avoid 

local minimal. The best solution so far is stored as flame. In the end, the best candidate solution is 

reshaped into input weights w  and hidden neuron biases b . 

In the testing phase, the weights and biases  returned from the training are used to construct an 

ELM classifier. The classifier is applied to the normalized testing datasets and predicts the labels. The 

algorithm’s performance was measured by accuracy, network size, and stability as discussed below. 

Different network sizes ranging from 5 to 50 neurons (at an interval of 5) have been experimented 

with. However, we maintained the sizes of the optimal networks for the four (4) algorithms (CEMFO-

ELM, CE-ELM, MFO-ELM, and ELM). 

 

 

 

5.2. Implementation Tools 
 

The implementation of the proposed CEMFO-ELM used classification datasets selected from the UCI 

repository. In carrying out these experiments, the tasks are coded using MATLAB release 18a 

software. The code was executed on hardware with an Intel® Core™ i5-5200U CPU@3.60GHz, the 

x64-based processor with installed Memory (RAM) of 16.0GB, 2000 GB(2TB) SATA-3G HDD, running 

on Window 10 (64-bit) operating system.  

 
5.3. Dataset description 

 
Table 1 describes the summary of the datasets. 

Table 1: Summary of classification datasets 
 

Dataset  #Samples#Train Instances#Test Instances#Features 

Blood 748 493 255 4 
Breast 699 461 238 9 
Diabetes 768 507 261 8 
Liver 345 228 117 6 
Phoneme 5404 3567 1837 5 

 

 

Five (5) classification datasets from the medical domain were employed in this study. Four (4) 

datasets are selected from the UCI repository (Lichman, 2013) and one (1) from a datahub website. 



 

The dataset can be accessed with the link given in section 5.4. We ensure that the datasets are 

devoid of missing datapoint. The datasets with missing data points were imputed using the Predictive 

Mean Matching (PMM) imputation technique (Alade, Sallehuddin, et al., 2019). This is because ELM 

is not robust to missing data points and outliers. The study used binary datasets of various sizes to 

ensure effective evaluation of the algorithm. The attributes range from 4 (for Blood dataset) to 9 (for 

each of Breast and Diabetes datasets), and the sample size ranges from few hundreds (for Liver 

dataset) to some thousands (for Phoneme dataset). 

The links to the codes and datasets respectively are given below: 
https://cutt.ly/mycodes 
https://cutt.ly/mydatasets 
 

 
5.4. Experimental Condition  

 

The datasets are partitioned into ratios 70:30 for training and testing respectively. The attributes in the 

datasets are normalized in a range of [0, 1]. This is done to put the attributes on the same scale and 

thereby prevent the results from been skewed towards attributes with high values. The linear 

transformation model in equation (20) was used for the  normalization of the datasets (Eshtay, 2018a) 

    
x min

y newMax newMin newMin
max min


  


 
 
 

�  (20)

where x  is a data point, min and max are the feature vectors’ minimum and maximum values, and 

newMin and newMax are the new features’ minimum and maximum values after transformation. 

Table 2 shows the parameter settings for the implementation of the algorithm. 

 

Table 2: Parameter settings for the experiments 
 

Algorithm Parameter Value 
Moth size (N) 100 
Maximum iteration (iterMax) 100 
Uniform random number -1 to 1 
Convergence constant (a) -1 to -2 
Shape constant (b) 1 

MFO 

Next moth-to-flame position ( ) -1 to 1 

Guess 100 
Maximum iteration 100 

  2 

Learning rate 0.7 

CE 

Uniform random number -1 to 1 
Maximum iteration 100 
Number of particles 100 
Uniform random number -1 to 1 
Convergence constant (a) -1 to -2 
Shape constant (b) 1 

  2% 

CEMFO-ELM 

Learning rate 0.7 
 
 



 

In the training phase of the implementation, 100 particles were randomly generated. Each particle 

contains the weights and biases to be optimized. The particles are within  -1 to 1 using equation Error! 

Reference source not found. (Al-Betar, Awadallah, et al., 2019). Each simulation is terminated at 

the end of 100 iterations. The parameters settings of CE are based on (Cui, Zhai, et al., 2016), and for 

MFO are based on (Mirjalili, 2015). 

 
5.5. Performance Evaluation 

 
The effectiveness of the ELM and the proposed hybrid model are evaluated using classification 

network size, stability, accuracy, and execution time. The metrics are well established and widely 

used in literature (Eshtay, 2018a; Nahato, Nehemiah, et al., 2016; Su and Cai, 2016). In addition, 

another method to evaluate the stability of the proposed algorithms is the performance improvement 

rate (PIR%) (Gabi, Ismail, et al., 2018). The performance metrics used in this research are discussed 

below. 

Accuracy (also known as classification rate) is a measure of the number of successful hits relative to 

the total number of classifications. It shows the predictive power of classification algorithms. It is by far 

the most commonly used metric for assessing the performance of classifiers over the years. The 

expression of accuracy is 

 
(21)

The stability of the machine learning algorithms is measured with a standard deviation of the accuracy 

of the testing datasets. We adopted the stability measure in (Faris, Mirjalili, et al., 2020a): 

 

(22)

where  is the standard deviation,  is the accuracy of  prediction is the mean prediction value, 

and is the total number of training samples. When the value  is small, the algorithm is stable and 

vice versa. 

The Performance Improvement Rate (PIR%) measures the improvement of the optimized algorithms 

(Gabi, 2018) on ELM. The measure helps to discover the efficiency of the proposed algorithms in 

improving the accuracy and stability of the basic ELM. PIR% can be evaluated with 

% 100s s

s

A B
PIR

B


   (23)

where  and  are the scores of two comparative algorithms,  is the proposed algorithm while  

is the benchmark algorithm. 

 

 
6.  DISCUSSION OF RESULTS 

 



 

We compared CEMFO-ELM with the implementation of the two constituent CE-ELM, MFO-ELM, and 

ELM algorithms in this section. A detailed description of the results is discussed below. 

6.1. Accuracy and Network Size  
 

Accuracy and network size are used to evaluate the improvement of the hybrid model on the 

comparative algorithms. This section describes the results of the hybrid of the Cross-Entropy and 

Moth-Flame Optimization algorithm. A performance measure of the CEMFO-ELM, CE-ELM, MFO-

ELM and traditional ELM algorithms based on the 5 datasets are reported in Figure 4a-e. The figure 

shows the mean classification accuracy for thirty (30) independent simulations, and the network sizes 

used to attain the classification accuracy. Generally, there is an improvement in the classification 

accuracy of ELM in all the simulations. The improvements in accuracy and the network size on each 

dataset are discussed below. 

For the Blood dataset, Figure 4a shows that CEMFO-ELM improves ELM for all the SLFNs 

constructed. CEMFO-ELM used an SLFN training structure with 10 hidden neurons to reach the best 

accuracy of 81.31%; whereas, it takes CE-ELM and MFO-ELM 20 and 15 nodes respectively to reach 

their best performances of 81.15% and 80.69%. It outperforms CE-ELM in 90% of the entire 

simulations, that is, in all except 20 neurons. It is better than MFO-ELM in 60% of the simulations.  

CEMFO-ELM in Figure 4b, improves ELM classification accuracy for the Breast cancer dataset. It 

uses 10 hidden neurons to reach the best accuracy of 98.99%; whereas it takes CE-ELM and MFO-

ELM 20 and 10 neurons respectively to reach their best accuracies of 97.73% and 98.16%. It 

outperforms CE-ELM in 90% of the entire simulations. It is better than MFO-ELM in 70% of the 

experiments. Therefore, CEMFO-ELM requires less number of neurons to reach its best accuracy, 

which is the highest of all. 

In Figure 4c, CEMFO-ELM requires 15 neurons to reach the best accuracy of 79.97%. CE-ELM, 

MFO-ELM, and ELM also use 15 neurons each to reach their best accuracies of 77.81%, 78.52%, 

and 77.87% respectively. All the meta-heuristic algorithms enhanced the accuracy of the basic ELM in 

the simulations on Diabetes dataset. In 70% of the experiments, CEMFO-ELM improves ELM 

classification accuracies. It performs better compared to CE-ELM and MFO-ELM in all the simulations. 

On the Bupa liver dataset, the simulation results show that CEMFO-ELM, CE-ELM, and MFO-ELM 

algorithms reached their best accuracies with 10 neurons, but 15 neurons for ELM (Figure 4d). 

CEMFO-ELM has the best accuracy of 78.22% to prove its superiority over CE-ELM, MFO-ELM with 

73.62%, and 76.29% accuracies respectively, though they require the same network size. 

The network structure of all the algorithms is complex in the simulation of the Phoneme dataset 

(Figure 4e). CEMFO-ELM has the best accuracy of 83.52% with the 50 neurons. It performed better 

than CE-ELM in 60%, but its accuracy is less than the MFO-ELM in 90%. Although MFO-ELM has the 

best network size of 40 neurons, its accuracy is less than CEMFO-ELM and CE-ELM. All the 

algorithms reach their best classification accuracies with 50 neurons except MFO-ELM that attains its 

best with 40 neurons. The three metaheuristic algorithms improve the accuracy of ELM classifications 

in all the runs. 



 

From the results above, CEMFO-ELM has the best accuracies in all the simulations on the five 

datasets. It also has the best network size in the Blood dataset, a tie with MFO-ELM and ELM in the 

Breast cancer dataset; a tie with CE-ELM, MFO-ELM, and ELM on Diabetes dataset, a tie with CE-

ELM, MFO-ELM on Bupa Liver dataset, and competitive network size on Phoneme dataset’s 

simulations. Therefore, CEMFO-ELM improves ELM accuracies better than the two other meta-

heuristic algorithms with competitive network sizes. 

On the Bupa liver dataset, the simulation results show that CEMFO-ELM, CE-ELM, and MFO-ELM 

algorithms reached their best accuracies with 10 neurons, but 15 neurons for ELM (Figure 4d). 

CEMFO-ELM has the best accuracy of 78.22% to prove its superiority over CE-ELM, MFO-ELM with 

73.62%, and 76.29% accuracies respectively, though they require the same network size. 

The network structure of all the algorithms is complex in the simulation of the Phoneme dataset 

(Figure 4e). CEMFO-ELM has the best accuracy of 83.52% with the 50 neurons. Although MFO-ELM 

has the best network size of 40 neurons, its accuracy is less than CEMFO-ELM and CE-ELM. The 

three metaheuristic algorithms improve the accuracy of ELM classifications in all the runs.  

From the results, CEMFO-ELM has the best accuracies in all the simulations on the five datasets. It 

also has the best network size in the Blood dataset, a tie with MFO-ELM and ELM in the Breast 

cancer dataset; a tie with CE-ELM, MFO-ELM, and ELM on Diabetes dataset, a tie with CE-ELM, 

MFO-ELM on Bupa Liver dataset, and competitive network size on Phoneme dataset’s simulations. 

Therefore, CEMFO-ELM improves ELM accuracies better than the two individual meta-heuristic 

algorithms with competitive network sizes. 

 

 
(a) Blood dataset (b)  Breast cancer dataset 

 



 

 
(d) Diabetes dataset (e) Bupa liver dataset 

 

 
(e) Phoneme dataset 

 
Figure 4. Comparison of accuracy of CEMFO-ELM, CE-ELM, MFO-ELM, and ELM algorithms 

 

6.2. Stability 
 
Stability defines the error minimization of the proposed hybrid model. This section discusses the 

enhancement of the stability of ELM. The standard deviations from the average accuracies are the 

metric that measures of the stability of the algorithms. The standard deviations of thirty (30) 

independent runs are observed, and the average was computed for each SLFN structure. The mean 

standard deviation for each algorithm on each dataset is used to investigate the stability of the 

algorithm. The algorithm with the least deviation has the best stability. 

The average stability measure of the four (4) algorithms is in Table 3. The best comparative stability 

measure of the algorithms for the five datasets is bold in the table. CEMFO-ELM has the least mean 

deviation measure for all the simulations. 

 

Table 3: Stability measure of CEMFO-ELM, CE-ELM, MFO-ELM, and ELM 
 

Dataset  CEMFO-ELMCE-ELMMFO-ELM ELM



 

Blood 0.0043 0.0248 0.0064 0.0085
Breast 0.0037 0.0063 0.0052 0.0080
Diabetes 0.0078 0.0137 0.0122 0.0122
Liver 0.0118 0.0233 0.0190 0.0246
Phoneme 0.0049 0.0066 0.0068 0.0097

 

From Table 3, we computed the percentage rate of improvement (PIR) of each meta-heuristic 

algorithm on ELM using the equation (23).  The computation of the PIR% on the Blood dataset is 

illustrated with these examples: 

  

CEMFO vs ELM: 
0.0043 0.0085

% *100 49.41%
0.0085

PIR


   
 
 

 

CE vs ELM: 
0.0248 0.0085

% *100 43.53%
0.0085

PIR


   
 
 

  

MFO vs ELM:  
0.0064 0.0085

% *100 24.71%
0.0085

PIR


   
 
 

 

 

Table 4: Summary of PIR% of each meta-heuristic algorithm on ELM 
 

  ELM CE-ELM MFO-ELM CEMFO-ELM 

Dataset  Stability  Stability  PIR% Stability  PIR% Stability PIR% 

Blood 0.0085 0.0248 -43.5294 0.0064 -24.7059 0.0043 -49.4118 
Breast 0.0080 0.0063 -21.2500 0.0052 -35.0000 0.0037 -53.7500 
Diabetes 0.0122 0.0137 12.2951 0.0122 0.0000 0.0078 -36.0656 
Liver 0.0246 0.0233 -5.2846 0.0190 -22.7642 0.0118 -52.0325 
Phoneme 0.0097 0.0066 -31.9588 0.0068 -29.8969 0.0049 -49.4845 
 

 

The percentage PIR of CEMFO-ELM, MFO-ELM, and CE-ELM over ELM, are shown in Table 4. The 

results quantitatively show the improvements of the meta-heuristic algorithms on the stability of ELM, 

and the superior performance of CEMFO-ELM over the other ELM enhanced algorithms. 

Furthermore, we also employed Boxplot as a quantitative approach to evaluate the stability of 

CEMFO-ELM further. The compact a Boxplot is, the more stable the algorithm (Wang, Li, Wang, & 

Gao, 2018). Figure 5a-e presents the boxplots of CEMFO-ELM, CE-ELM, MFO-ELM, and ELM for the 

datasets. The Boxplots represent the distribution of the average accuracy over 30 independent runs 

on each dataset. From the figure, the Boxplot for CEMFO-ELM is more compact than CE-ELM and 

MFO-ELM. More so, the parts outside the quartiles are less than the comparative algorithms, which 

shows that its accuracy is more stable. 
 



 

 
(a) Blood 

 
(b) Breast cancer 

  
(c) Diabetes 

 
(d) Bupa liver. 

 

 
(e) Phoneme 

Figure 5 Boxplot showing the stability of CEMFO-ELM, CE-ELM, MFO-ELM, and ELM for the datasets 

6.3. Convergence of the meta-heuristic algorithms 
 
The convergence test is an important performance index of an optimization algorithm. Figure 6 shows 

the convergence comparison of the CEMFO-ELM, CE-ELM, and MFO-ELM simulations. The 

convergence is the iterative descent of the fitness values (error minimization) during the simulation of 

the comparative algorithms. The figure shows that the proposed CEMFO-ELM converges faster than 

CE and MFO in all five datasets. CEMFO-ELM completely converged before the 20th iterations in 

Breast cancer and Diabetes datasets, before the 80th iteration for Blood and Bupa liver datasets, and 



 

the 90th iteration for the Phoneme dataset. However, the CE-ELM and MFO-ELM had sub-optimal 

convergence as there are stagnations. CE and MFO did not completely converge in any of the 

simulations but entered local minimal after the first few iterations in all the simulations.  

 

 
a. Blood 

 
b. Breast cancer 

 

 
c. Diabetes 

 
d. Bupa liver 

 

 
e. Phoneme 

Figure 6 Convergence curves of CEMFO-ELM, CE-ELM, and MFO-ELM on the datasets. 

Therefore, CEMFO-ELM has better searchability under the same experimental conditions in Table 2 

than the two individual hybrids with ELM. In all the simulations in Figure 6a-e, the convergences of 

CEMFO-ELM show a satisfactory local minimal avoidance than the comparative algorithms. This 

proves that the CEMFO enhancement balanced the exploration and exploitation process in the search 

space and selected the best particle in the region of feasible solution. 

The outstanding performance of CEMFO-ELM over other algorithms is attributed to the hybrid of CE 

algorithm with swarm intelligent MFO algorithm. The spiral search of moth for flame traversed the best 



 

feasible solution. Also, the particles of the cross-entropy operator eventually push away the searching 

processes from local optimal. Therefore, the vector is in a balanced state that ensures better 

convergence. It also eliminates non-optimal solutions and ensures more active solutions. 

 

7. CONCLUSION 

 

This paper presents a hybrid of two optimization schemes to address the problem associated with the 

random initialization of weights and biases of ELM. Individually, CE-ELM and MFO-ELM metaheuristic 

algorithms were used to enhance ELM performance.  However, they do not attain the optimum 

solution expected of the algorithm because they could not effectively balance the exploration and 

exploitation in the search space. Therefore, this work considered the use of a co-evolutionary 

algorithm. CE operator was employed as the exploration module, which used a probability distribution 

function to set the initial population for the search algorithm. The MFO operator served as the 

exploitation module using the spiral function to ensure optimal local search. The operators enhanced 

the exploration and exploitation processes. The co-evolutionary algorithm improved the accuracy, 

network size, and stability of ELM. The improvements were analytically evaluated both qualitatively 

and quantitatively through the use of figures and tables. The results of the experiments show that the 

proposed CEMFO-ELM algorithm improved the classification accuracies, network size, and stability of 

ELM with a good convergence rate. More so, its performance improvement on ELM is better when 

compared with CE-ELM and MFO-EM algorithms.  
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