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Abstract

The Multi-Robot Task Allocation problem is the situation where some tasks and robots are
given, then assignments between them must be found in order to optimize a certain mea-
sure (e.g. allocate the maximum number of tasks, etc.). We propose a generic framework
to address heavily constrained MRTA problems. Some objective functions are proposed
and extensively tested on ten datasets, which is our main contribution. Also, two allocation
methods — exact and heuristic — are implemented, in order to compare values of adopted
evaluation metrics. Performed simulations, obtained results, and comparative study show
the effectiveness of the solution, even with a large number of robots and tasks.
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1 Introduction

A multi-robot system is a population of robots designed to communicate and cooperate with
each other, in order to achieve some goals (Yan, Jouandeau and Cherif, 2013). This topic has



always been present on research agendas for many years, but lately it has become a very hot
research topic.

Because of their various advantages, e.g. complex tasks’ resolution and designing simplicity
(Khamis, Hussein and EImogy, 2015), multi-robot systems have greatly attracted the attention
of many researchers to examine their adequacy on several application areas, such as smart se-
curity (Liao and Su, 2011), victim search and rescue (Nagatani, Okada, Tokunaga, Kiribayashi,
Yoshida, Ohno, Takeuchi, Tadokoro, Akiyama, Noda, Yoshida and Koyanagi, 2011), environ-
ment monitoring (Marino, Parker, Antonelli and Caccavale, 2013; Espina, Grech, De Jager,
Remagnino, locchi, Marchetti, Nardi, Monekosso, Nicolescu and King, 2011; Shkurti, Xu,
Meghjani, Higuera, y. Girdhar, Giguere, Dey, Li, Kalmbach, Prahacs, Turgeon, Rekleitis and
Dudek, 2012), and health-care (Shiomi, Kamei, Kondo, Miyashita and Hagita, 2013).

Usually, multi-robot systems are concerned with some classical problems, like task allocation,
coalition formation, object detection and tracking, communication relay, and self-organization
(Khamis et al., 2015). We have chosen to deal with the first one, i.e. task allocation problem.
The Multi-Robot Task Allocation problem (MRTA) is informally defined as follows “given two sets
of robots and tasks, what are the best assignments are between these two sets that optimize
some criteria (Lerman, Jones, Galstyan and Matari, 2006; Tang and Parker, 2007; Mosteo
and Montano, 2010)”. This problem is a great challenge, and hard to resolve! Especially
when robots are numerous, heterogeneous, and unreliable. Also, tasks must be accomplished
under several constraints. Constrained task allocation — i.e. when, where, and in which order
tasks need to be done —is an important key-problem in many real-life applications, e.g. space
exploration and warehouse management (Nunes, Manner, Mitiche and Gini, 2017).
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Figure 1: An example of MRTA scenario.

Figure 1 depicts an instance of MRTA situation. Given an environment (sub-figure 1a) — with
six tasks (i.e. the victims) and three robots — and an example of dataset (sub-figure 1b). Each
victim has different requirements for its medical care — sensing devices, such as Thermometer
(T), Glucometer (G), or Sphygmomanometer (S) — and each robot has some of these capabil-



ities. For instance, the victim named “Victim 2” needs a Glucometer and Sphygmomanometer
{G, S}. So, it can be assigned to “Robot 2", “Robot 3”, “both Robot 1 and Robot 2”, “both
Robot 1 and Robot 3”, or “both Robot 2 and Robot 3”. Therefore, five allocations are possible,
which one is the best? This is the scope of MRTA search question.

The main objective of the paper is to propose a generic solution to solve strongly constrained
MRTA problems, i.e. allocate efficiently tasks to robots with best performance. It considers re-
alistic constraints such as energetic, spatial, and temporal ones. Besides, it takes into account
task requirements and robot capabilities in terms of sensing devices. In this work, we propose
two main contributions.

The first contribution is the introduction and use of energy constraints in the MRTA problem,
i.e. energy consumptions of robots and tasks are not omitted. In other words, previous actions
of robots, i.e. displacements and task performing, will also define the quality of current and
future allocations. Previous works, to treat this problem, have not really addressed this aspect
— they mainly focused on temporal and spatial constraints. One paper has dealt with energetic
constraints (Liu, Winfield, Sa, Chen and Dou, 2007), but in a superficial way — quantities of
consumed energies are given and supposed to be constant. In our work, these quantities are
dynamically calculated using established laws of physics. As we know, the majority of task
allocation scenarios involve autonomous robots that generally do their tasks with minimum
human, e.g. search and rescue of victims in dangerous areas. Therefore, it is very important
to consider energy autonomy of robots in MRTA problems, e.g. the current energy of a robot
might not suffice to carry out a certain task: so useless it is considered, even if it optimizes, for
instance, the traveled distance. Finally, this constraint is expressed in the form of an energy
gauge for each robot, and its value is variable over time, i.e. decreases according to taken
actions.

The second contribution is the modification of some objective functions, frequently used in
MRTA problems, that consider some usual optimization criteria, i.e. traveled distances, travel
times, and spent/obtained costs/rewards. Moreover, a new objective function is proposed.
It considers the energy consumptions of robots, i.e. displacements in the environment and
execution of tasks. Besides, these objective functions consider also the number of cooperating
robots, gains that they obtain, and their contributions in terms of sensing devices. Lasily,
the mathematical formulation of MRTA evoked in (Nunes et al., 2017) was modified, and two
equations expressing energy constraints are added.

The remainder of the paper is organized as follows. Section 2 gives an overview of needed
concepts to understand the MRTA problem. Section 3 shows some already done works to
address the different MRTA problems. Section 4 explains the proposed solution. Section 5
demonstrates simulations, obtained results, and their discussions. Finally, a conclusion and
some perspectives are given in Section 6.

2 Background

Temporal, spatial, and energetic constraints are crucial in our solution. We show some basic
definitions in Section 2.1 and temporal models in Section 2.2. Taxonomies for MRTA problems



are presented in Section 2.3.

2.1 Basic definitions

Definition 2.1. a robot is an autonomous entity, immersed in an environment and capable of
performing actions (Nunes et al., 2017). If MRTA problem is taken into consideration, robots
are typically modeled as material points — physical layer is omitted, i.e. motions, how actions
are done, etc.

Definition 2.2. a group is a set of robots working together to achieve a common goal — notice
that a group must contain at least one robot. If it is dynamic, a group is commonly called
“coalition” — formed to perform a task and dissolved just after its accomplishment (Parker and
Tang, 2006).

Definition 2.3. a task is an action to perform. Other names may be adopted: work unit, activity
or query. In some cases, tasks are composed of jobs (Davis and Burns, 2011), but in other
cases jobs are composed of tasks (Balas, Simonetti and Vazacopoulos, 2008).

Definition 2.4. a time window is an interval, where lower and upper bound values are respec-
tively “the earliest start date” and “the latest finish date” of a certain task. If the earliest start
date is not provided, latest finish date will be called “deadline”. A time window is close if both
dates are given (Nunes et al., 2017).

Definition 2.5. synchronization constraints specify temporal restrictions on tasks, e.g. both
tasks t; and t, must start at the same time (Nunes et al., 2017).

Definition 2.6. precedence constraints specify relationships between tasks, e.g. task ¢, should
start after the finishing of task ¢; (Nunes et al., 2017).

Definition 2.7. a schedule is a table in which each task has a starting date, a finishing date,
or both. In some cases, each robot has its own schedule (Nunes and Gini, 2015), but in other
cases, all robots share the same one.

Definition 2.8. if a schedule is taken into consideration, a makespan represents the difference
between the finishing date of last task and the starting date of first task (Nunes et al., 2017).

Definition 2.9. given a group of robots R and a task ¢, if robots in R are capable of doing
t, one can define an application u(R,t) which is called “utility” of R for ¢ (Korsah, Stentz and
Dias, 2013).

2.2 Temporal models

Time can be modeled as time points, e.g. 3 pm, or intervals, e.g. [3 pm-5 pm]. In practice,
time representation in the form of intervals is frequently adopted. Intervals might be used to
express temporal constraints on tasks. Figure 2 (Allen, 1983) depicts all used ones. Also, tem-
poral constraints can be modeled in the form of graphs called “Simple Time Networks” (STN)
(Dechter, Meiri and Pearl, 1991). Nodes represent time points and weighted arcs express
temporal constraints.
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Figure 2: Used relationships to express temporal constraints.

2.3 Taxonomies for MRTA problems

We mainly find three taxonomies for categorization of MRTA problems. For simplicity, they
will be called “Taxonomy 17, “Taxonomy 2”, and “Taxonomy 3”, respectively according to their
chronological order of appearance.

2.3.1 Taxonomy 1

Gerkey and Matari¢ (Gerkey and Matari, 2004) proposed, in 2004, an elegant taxonomy —
quickly became widely used — for categorization of MRTA problems. It considers characteristics
of robots, tasks, and assignments as follows.

e Single-Task robots (ST) vs. Multi-Task robots (MT)

— ST: each robot can only do one task at a time.

— MT: some robots can simultaneously do several tasks.
¢ Single-Robot tasks (SR) vs. Multi-Robot tasks (MR)

— SR: each task requires exactly one robot for its accomplishment.

— MR: some tasks require the cooperation of several robots for their accomplishment.
¢ Instantaneous Assignments (IA) vs. Time-extended Assignments (TA)

— |A: tasks are allocated to robots considering only current allocations.

— TA: tasks are allocated to robots considering both current and future allocations.

2.3.2 Taxonomy 2

Ayorkor Korsah and his co-authors (Korsah et al., 2013) improved, in 2013, the taxonomy
of Gerkey and Matari¢ by adding a new level. This new level considers four dependencies
(interrelated utilities and temporal constraints) between robots and tasks as follows.



¢ No Dependencies (ND): no robot utility, for a given task, depends on other robots or
tasks.

¢ In-Schedule Dependencies (ID): each robot utility, for a given task, only depends on its
own schedule.

e Cross-Schedule Dependencies (XD): each robot utility, for a given task, does not solely
depend on its own schedule, but it also depends on other robot schedules — construction
of schedules is static.

e Complex Dependencies (CD): each robot utility, for a given task, does not solely depend
on its own schedule, but it also depends on other robot schedules — construction of
schedules is dynamic.

2.3.3 Taxonomy 3

Nunes and his co-authors (Nunes et al., 2017) extended, in 2017, the taxonomy of Gerkey and
Matari¢ by developing “Time-extended Assignments (TA)” axis, in order to include temporal
and ordering constraints. This latter considers now two sub-axes as follows.

e TA: TW: temporal constraints are considered and expressed in the form of “Time Win-
dows”.

e TA: SP: ordering constraints are considered and expressed in the form of “Synchroniza-
tion and Precedence constraints”.

3 Related works

Several centralized and distributed approaches have been proposed to solve MRTA problems
(Zheng and Koenig, 2008; Shehory and Kraus, 1998; Chapman, Micillo, Kota and Jennings,
2009; Fatima and Wooldridge, 2001; Kong, Zhang and Ye, 2014; Scerri, Farinelli, Okamoto and
Tambe, 2005; Petcu and Faltings, 2005; Michalak, Sroka, Rahwan, Wooldridge, McBurney and
Jennings, 2010; Ramchurn, Polukarov, Farinelli, Truong and Jennings, 2010; Du, Zhou, Qu, Shi
and Yang, 2010; Zitouni and Maamri, 2016). In general, these solutions can be categorized
in two families — market and optimization based approaches (Khamis et al., 2015). We dis-
cuss some market and optimization based approaches in Sections 3.1 et 3.2. Additionally, we
describe the behavioral approaches and give a short synthesis in Section 3.3.

3.1 Market-based approaches

Market-based approaches have been often used to resolve MRTA problems, due to their sev-
eral advantages (Tang and Parker, 2007; Dias, 2004; Zlot, 2006), like efficiency (Coltin and
Veloso, 18-22 Oct. 2010), robustness (Coltin and Veloso, 18-22 Oct. 2010; Zlot, 2006; Dias
and Stentz, 2000), scalability (Coltin and Veloso, 18-22 Oct. 2010; Zlot, 2006), online input
(Dias and Stentz, 2002; Zlot, 2006), and uncertainty (Zlot, Stentz, Dias and Thayer, 2002).



They provide an effective way to coordinate robot activities, are inspired from the economic
theory, and are based on the auctions — assign goods to bidders considering bids and auction
criteria (Zlot, 2006).

Market-based approaches use explicit communications. Auctions start when an auctioneer an-
nounces the availability of tasks, and robots offer bids. Then, the auctioneer receives bidders’
responses, allocates tasks to robots considering an objective function, and notifies concerned
ones (Zlot and Stentz, 2006).

Among market-based approaches, First-Price Auctions (Zlot et al., 2002), Dynamic Role As-
signment (Chaimowicz, Campos and Kumar, 2002), Traderbots (Dias, 2004), M+ (Botelho
and Alami, 1999), MURDOCH (Gerkey and Mataric, 2002), and DEMiR-CF (Sariel and Balch,
2006). Authors of (Parker, Nunes, Godoy and Gini, 2016; Hussein, Adel, Bakr, Shehata and
Khamis, 2014; Zitouni and Maamri, 2017) proposed three solutions to the MRTA problem tak-
ing into consideration search and rescue missions. Coalitions are also exploited in the works
(Zhang and Parker, 2013a; Zhang, Parker and Kambhampati, 2014) to address this problem.
Because of their scalability, these methods are well-suited to distributed robots and gener-
ally produce optimal allocations — at local level. However, they are not without disadvantages.
Robots cooperate through explicit communications, and consume many resources — if commu-
nication medium is broken, performance will significantly degrade (Kalra and Martinoli, 2006).
They are suitable for small — to medium — scale MRTA problems. Finally, they suffer from the
formalization lack of objective functions (Chaimowicz et al., 2002) and the use of negotiation
protocols (Dias, 2004).

3.2 Optimization-based approaches

Optimization — branch of applied mathematics — solves problems by finding an optimal solution
according to an objective function — describes quantitatively the purpose (Horst, 2002). There
are many optimization-based approaches to address MRTA problems (Spall, 2003; Diwekar,
2003; Lenagh, Dasgupta and Munoz-Melendez, 2015; Zhang and Parker, 2013b; Campbell,
Johnson and How, 2013; Ding, Zhu, He and Jiang, 2006; Zitouni and Maamri, 2018). Authors
of (Atay and Bayazit, 2006; Manathara, Sujit and Beard, 2011) proposed two solutions based
on linear integer programming — to cover a region by some heterogeneous robots and solve the
MRTA problem in UAV, respectively. Authors of (Mosteo and Montano, 2006; Mosteo, 2010)
used traveling salesman problem and simulated annealing to formulate and solve this prob-
lem. In (Juedes, Drews, Welch and Fleeman, 2004; Kmiecik, Wojcikowski, Koszalka and
Kasprzak, 2010), authors combined simulated annealing and some heuristics to assign tasks
to processors. Additionally, two solutions based on genetic algorithms have been proposed
in (Shea, Alexander and Peterson, 2003; Jones, Dias and Stentz, 2011) to design an indi-
vidual monitoring system, capable of simultaneously tracking several targets and manage fire
extinguishing scenarios, respectively. Optimization by ant colony was used in (Wang, Gu and
Li, 2012; Ding, He and Jiang, 2003; Dong and Zheng-ou, 2004) to solve MRTA problems. Like-
wise, this problem was solved using tabu-search (Kmiecik et al., 2010; Chen and Lin, 2000).
In (Liu and Kulatunga, 2007), simulated annealing and ant colony have been combined to
solve path planning and MRTA problems. In (Badreldin, Hussein and Khamis, 2013), some



solutions — based on trajectory and population meta-heuristics — have been proposed and ex-
tensively tested on some scenarios — with extended tasks and highly heterogeneous robots.
Authors of (Nedjah, de Mendona and de Macedo Mourelle, 2015) have proposed a distributed
algorithm based on particles swarm optimization for dynamic task allocation with real robots.
Authors of (Zhang, Xie, Yu and Wang, 2007; Zhang, Liu, Fu and Wu, 2009; Liu, Zhang, Wu and
Liu, 2010; Liu, Sun and cheng Hung, 2011) have used swarm intelligence to adaptive task as-
signment in large-scale multi-robot systems. The paper (Ghosn, Drouby and Harmanani, 2016)
proposed a good solution to the well-known open-shop scheduling problem, where it investi-
gated the use of parallel genetic algorithms. The paper (Gini, 2017) presented a well-structured
survey, where the class of scheduling problems involving the allocation of tasks with temporal
and ordering constraints is shown. A good introduction to widely-used human operator and
slave robot models is presented in the paper (Haidegger, Kovacs, Precup, Benyo, Benyo and
Preitl, 2012), along with an overview of the telehealth concept. The works in (Aragues, Cortes
and Sagues, 2011; Echegoyen, Villaverde, Moreno, na and d’Anjou, 2010; Borja, Jose Manuel,
Ekaitz, Zelmar and Manuel, 2011) exploited the field of Multi-Component Robotic Systems and
respectively provided some good solutions to problems involving cooperative robots, such as
cooperative mapping of an environment, establishing dynamic communication links, and driv-
ing a hose to a goal.

3.3 Behavioral approaches and synthesis

In this category, tasks to be performed are divided into behavioral groups — tasks of the same
group are interrelated. Generally, these approaches are robust, fault-tolerant and operate in
real-time, but found solutions are optimal at the local level. Among behavioral approaches, we
can find Alliance (Parker, 1998), BLE (Werger and Mataric, 2000), and ASyMTRe (Fang and
Parker, 2005).

In fact, most real-life MRTA applications manipulate heterogeneous robots and tasks — dis-
parate configurations (Khamis et al., 2015). Thus, it is crucial to consider these differences
in proposed solutions. Several features can be considered to handle robot heterogeneities,
such as spatial positions, physical properties, and energetic constraints. Similarly, task hetero-
geneities can be characterized by their spatial positions, needs, and temporal constraints.

4 Proposed solution

We propose an efficient solution to address MRTA problems. Adopted hypotheses and used
notations are presented in Sections 4.1 and 4.2, respectively. Mathematical formulation of
the problem is shown in Section 4.3. Proposed objective functions are exposed in Section
4.4. Finally, used algorithms and allocation methods are explained in Sections 4.5 and 4.6,
respectively.
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4.1 Preliminaries and assumptions

We explain the proposed solution to address a class of MRTA problems. We deal with the prob-
lems assuming that each robot can only do one task at a time, some tasks require cooperation
of several robots for their accomplishment, tasks are allocated to robots considering both cur-
rent and future allocations, each robot utility for a given task only depends on its own schedule,
and temporal constraints are considered and expressed in the form of time windows. Found
allocations do respect energetic, spatial and temporal constraints on robots and tasks, and
minimize/maximize an objective function (e.g. minimize traveled distances, maximize obtained
gains, minimize consumed energies, etc.).

It is worth pointing out that this paper is the continuation of some previous papers, that we
have published to address the MRTA problem. First, the paper (Zitouni and Maamri, 2016)
proposed a dynamic protocol to deal with the MRTA problem, and the task allocation stage is
done using Ant Colony Optimization. Second, the paper (Zitouni and Maamri, 2017) presented
an approach that uses Quantum Genetic Algorithms and Reinforcement Learning to solve
this problem. Third, the paper (Zitouni and Maamri, 2018) solved this problem combining the
Firefly and Power Set algorithms. Finally, in this paper we propose some objective functions to
cover commonly used optimization criteria, such as Energetic, Special, and Temporal. Also, a
comparison between an exact and heuristic methods is performed to show limits of each one
of these approaches.

Proposed algorithms use a market-based approach, i.e. they adopt auctions consisting of
auctioneers, bidders, and goods. In the case of MRTA problem: robots are bidders, goods
are tasks, and auctioneers announce tasks’ arrival and determine an allocation for each task.
Finally, algorithms use “single-good auctions” (Gelenbe, 2009), and adopt “Contract Net Pro-
tocol” for messages’ exchange (Smith, 1980a).

We assume that we have one auctioneer, a set of bidders B = {b1,b2,--- ,b,}, and a set of
tasks T' = {t1,t2,--- ,t,}. Auctioneer role is central, it should announce tasks to bidders,
receive their offers, calculate allocations that minimize/maximize a considered objective func-
tion, and finally transmit the found results to the concerned bidders. Although the use of an
auctioneer can be seen as a bottleneck — i.e. if it fails, the system fails too, this limitation is
acceptable since it results in minimizing the amount of exchanged messages, maintaining — at
any moment — a global view of the system state, and sharing calculations on bidders.

4.2 Notations used in the paper

In order to avoid unnecessary repetitions in defining different variables and symbols, used
notations are summarized in Table 1.

4.3 Mathematical formulation of MRTA problem

If we wish to allocate a task ¢t € T to a bidder b € B, it is quite natural to define a relationship
between them. This relationship is intuitively expressed as follows “b is capable of doing t”.
Capability factor is intimately linked to the considered domain and varies according to several
parameters. In our case, we chose to use sensors as a relationship between tasks and bidders



—i.e. tasks need sensors and bidders have sensors. For instance, a task consists of getting
the ambient temperature of a room and a bidder has a thermometer.

We suppose that we have a set of sensors Q = {wi,ws, -+ ,wp}. The set 28 = {0, {b;}, {ba}, -}
represents all bidder groups that can be formed from B — all subsets of B or o(B). The set
O C Q represents sensors of bidder b. The set QO C Q represents sensors needed by task
t. We give the following corollary that expresses the primitive allocation relationship between
tasks and bidder groups — notice that a group may contain one bidder.

Corollary 4.1. Given ataskt € T and a bidder group C € 28. Taskt can be allocated to group
C' if, and only if, condition (4.1) is satisfied.

voec, o na =qf (4.1)

We define the indicator 0<cb o € {0,1}. If (b € C and w € Q¥ and b offers sensor w to group C),
it takes the value “1”. Otherwise, it takes the value “0”. The set Q% = {w\ofb o) = 1} represents
all sensors that b offers to C (22 C Q°). We can generalize previous corollary as follows.

Corollary 4.2. Given ataskt € T and a bidder group C € 28. Taskt can be allocated to group
C' if, and only if, following two conditions, i.e. (4.2), are simultaneously satisfied.

Q= 0
VbeC:{BQg _ (4.2)

Example 4.3. We present an example to explain previous concepts. Different sets are sum-
marized in Table 2.

Table 2: Example of dataset.

Sensor Meaning Tasks QO Bidders Qb
w1 Heat sensor t1 {ws,wq} by {ws, wa}
wo PIR sensor ta {wa} by {wi}
w3 Ultrasonic sensor t3 {ws} b3 {ws}
Wy Humidity sensor t4 {wy,we, w3, ws} ba {w1,we, w3, wy, ws }
ws Light sensor ts {wi, w3, wq} bs {ws,ws}

te {ws,ws} be {wa,ws}

by {wr,ws, wq }

For instance, we consider task t, which can be assigned to the group C = {b4, b5}, where
Q%* = {w1,we} and Q’g = {ws,ws} — of course other assignments are also possible.

As it is known, the assignment problem is one of the fundamental combinatorial optimization
problems in optimization and operations research. The problem considers some agents and
tasks and each agent can be assigned to perform any task, with some cost that varies accord-
ing to the agent-task assignment. It is required to perform all tasks by assigning exactly one
agent to each task and exactly one task to each agent, in such a way that the total cost function
of the assignment is minimized. This is the basic definition of the task allocation problem: no
constraints are considered. What about the case where agents are with limited abilities, e.qg.



an agent cannot perform all tasks, a robot can theoretically perform a task but the distance is
very far to reach its location in a given time, etc.? All these constraints make the problem hard
to handle. For this reason, in this paper, we propose a solution to the problem as realistic as
possible by handling energetic, spatial and temporal constraints. Finally, we give the modified
mathematical formulation of MRTA problem (Nunes et al., 2017). Table 3 summarizes different
equations and constraints. Equations (4.7) and (4.13) present added energetic constraints.

Table 3: The modified standard mixed-integer linear formulation of MRTA problem.

Minimize or maximize considered objective function f(.)

Subject to
VteT: > af <1 (4.3)
Ce2B
VteT,Ce2”:) Y of,, =12 xaf (4.4)
beC web
VbeEB:Y yfy =1 (4.5)
teT
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Vt,t' € T,b € B:y, » €{0,1} (4.16)

The different constrains of previous formulations are explained as follows. Constraint (4.3):
each task ¢ is allocated at most to one group C. Constraint (4.4): if task ¢ is allocated to group
C, all required sensors must be available. Constraint (4.5): each bidder b has a fictional task
t5 at its starting position. Constraint (4.6): each bidder b has a fictional task ¢/ at its finishing
position. Constraint (4.7): energy gauge of bidder b is valid. Constraint (4.8): starting date
of task ¢ is valid. Constraint (4.9): finishing date of task ¢ is valid. Constraint (4.10): task
time is long enough. Constraint (4.11): each bidder b must respect execution order of its tasks.
Constraint (4.12): travel time between two consecutive tasks is long enough. Constraint (4.13):
bidder energy, to reach a given task and perform it, is enough. NV is a constant. Indicator (4.14):
bidder b offers sensor w to group C. Indicator (4.15): task ¢ is allocated to group C. Indicator
(4.16): bidder b does task ¢’ just after task t.

4.4 Objective functions and presentation of the optimization problem

We present the formal definitions of proposed objective functions. First, we give the formal
definition of some elementary applications used to define these objective functions in next
sections with their meanings. Table 5 summarizes expressions of objective functions, and their
optimality criterion. Coefficients o and § are used to accentuate equation terms. Table 4
summarizes the presentation of the optimization problem.

cost: (B,Q2) — RT
(bw) cost(b,w) ,ifwe QP (4.17)
7w .
0 , otherwise

It assigns to each bidder sensor a positive value — representing its cost.

intensity : (B,Q) — Rt
{ intensity(b,w) ,ifw € QP (4.18)

(b,w) .
0 , otherwise

It assigns to each bidder sensor a positive value — representing its working current.

reward: (T,Q2) — RT
(o) o reward(t,w) ,ifwe (4.19)
) w .
0 , otherwise

It assigns to each needed task sensor a positive value — representing its reward.

rate: (T,9) — Rt
(tw) o rate(t,w) ,ifw e O (4.20)
) w .
0 , otherwise

It assigns to each needed task sensor a positive value — representing the estimated time it will
be exploited.



distance : (T, T) — RT

/ (4.21)
t,t) = \/(ﬁt —x¢)? 4 (ye — Yy ) + (2t — 2¢)?
It calculates the Euclidean distance between two task positions.
gain: (B,2B, 17, T) — Rt
(4.22)

— b
(b,C,t,t") — [ZwEQbC reward(t',w)] x e VXTI 1))

It calculates bidder gain for task ¢/, knowing that bidder b is allocated to task ¢. ~ is a regular-
ization parameter.

displacement : (B, T,T) — RT"

T EK“EPW (4.23)
btt) o 100 x e o)
RO (4% )n

It calculates the percentage of bidder consumed energy when displacing from task ¢ to task ¢'.

sensor: (B,T,Q) — Rt
(b7 t, W) — 100 x DU R xrate(t,w) Xlé(lzbntenszty(b w))" (424)
Rbx(£¢ ik

It calculates the percentage of bidder consumed energy when using its sensors to do the
considered task.

contribution : (B,2B) — Rt

00 o (429

It calculates the rate of bidder offered sensors in the considered group.

Table 4: Presentation of the optimization problem.

. . Minimize or maximize one of the objective functions defined in
Objective functions o o i
Table 5 or at least a combination of two objective functions
. Robots Tasks
Constraints ;
Constraint (4.5) in Table 3 , ,
, Constraint (4.3) in Table 3
Constraint (4.6) in Table 3 , ,
, Constraint (4.4) in Table 3
Constraint (4.7) in Table 3 _ _
_ Constraint (4.8) in Table 3
Constraint (4.11) in Table 3 , ,
, Constraint (4.9) in Table 3
Constraint (4.12) in Table 3 , ,
_ Constraint (4.10) in Table 3
Constraint (4.13) in Table 3
. Robots Tasks
Variables _ ,
Indicator (4.14) in Table 3 , ,
) ) Indicator (4.15) in Table 3
Indicator (4.16) in Table 3
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4.5 Proposed algorithms

Algorithms 1 and 2 describe the internal functioning of different system actors, i.e. auctioneer

and bidders. Their cooperative behaviors are summarized as follows.

1. Auctioneer announces to bidders the existence of tasks to allocate;
2. Each bidder chooses tasks that it can perform, and replies to the auctioneer;
3. Ifit is possible, the auctioneer determines an allocation for each task;

4. Auctioneer notifies concerned bidders.

Algorithm 1: behavior of the auctioneer “a”.

Input : Set of bidders B.
Output: Allocations between bidders and tasks.
while (auctioneer is alive) do
PeriodicBehavior
T + getDiscoveredTasks();
if (7| # 0) then
foreach b € B do
‘ sendMessageToBidder(b,"REQUEST-CHOOSE-TASKS”,T);
end
end

end

MessageBehavior
message « receiveMessagesFromBidder();
if (message.isEmpty() # true) then
if (message.getSubject() = "ANSWER-CHOOSE-TASKS”) then
T’ < message.getContent();
foreach ¢/ € T’ do
if (t'.canBeAllocated() = true){equation (4.2)} then
B’ + computeAllocationFor(t');
foreach v’ € B’ do
‘ sendMessageToBidder(v’,“"REQUEST-REACH-TASK”,t');
end
end

end

end
end

end




Algorithm 2: behaviour of the bidder “b”.

Input
Output:

1 while (bidder is alive) do
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t° <+

end

e

e

end
end

end

OneBehavior

createFictionalTask();

ST Ny.add(t?);

MessageBehavior

message « receiveMessageFromAuctioneer();

if (message.isEmpty() # true) then

if (message.getSubject() = “TREQUEST-CHOOSE-TASKS’) then

T + message.getContent();
T’ < createEmtyList();
foreach t € 7' do
if (b.canDo(t) = true){equation (4.1)} then
| T".add(t);
end
end
sendMessageToAuctioneer(a,"ANSWER-CHOOSE-TASKS”,T");
Ise if (message.getSubject() = “REQUEST-REACH-TASK”) then
t' + message.getContent();
b.moveTowards(t');
ST Ny.add(t');
nd




As it has been presented, behaviors of auctioneer and bidders are divided into three parallel
sub-behaviors, which are “OneBehavior”, “PeriodicBehavior”’, and “MessageBehavior”. This
notation allows us to classify instructions according to their execution frequency.

1. OneBehavior: instructions executed once.
2. PeriodicBehavior: instructions executed periodically.

3. MessageBehavior: instructions executed when a message is received.

4.5.1 Tasks’ announcement

The auctioneer periodically runs the method “getDiscoveredTasks()” — PeriodicBehavior of
algorithm 1. This method abstracts the process of task discovering and definition of their
attributes, e.g. position, needs, etc. If tasks are found, a message — containing all useful
information —is broadcasted to bidders. It is important to note that the way tasks are discovered
is not our focus — we just abstract this step.

4.5.2 Tasks’ selection

Each bidder, when a message is received — MessageBehavior of algorithm 2, browses the list
of received tasks — the set 7', and determines the set 7" of tasks it can perform — 7" C T. If
the following three conditions are simultaneously satisfied, the bidder b is capable of doing the
task .

1. If bidder b can at least offer a sensor to task ¢, the first condition is satisfied (equation

(4.1)).

2. If bidder b can reach task t before its latest start date, the second condition is satisfied
(constraint (4.12) in Table 3).

3. If the energy of bidder b allows it to reach and carry out task ¢, the third condition is
satisfied (constraint (4.13) in Table 3).

In summary, if the previous three conditions are jointly fulfilled for a given task ¢t € T, it will be
added to the set 7”. Finally, the set 7" will be sent to the auctioneer — list T’ can be seen as
the bid of the bidder. Likewise, another condition can be considered with previous ones: if the
priority of the last task in ST N, list of previously allocated tasks to bidder b, is greater than
or equal to the priority of the task to be allocated, add it to the set 7. This heuristic implicitly
allows us to fairly allocate tasks to bidders.

4.5.3 Tasks’ allocation

The auctioneer, when bidders’ bids are received — MessageBehavior of algorithm 1, sorts
tasks in a descending order — according to their priorities — and assigns each one to a group of
bidders. Both tasks and bidders’ bids are organized in the form of a matrix M, which has the
following format.



Table 6: The general structure of bid matrix.

Sorted tasks t € T

bidy1 | -+ | bidim
Biddersbc B | : |

bidn1 | -+ | bidpym

The auctioneer processes the matrix M, column by column, checks whether the corresponding
task can be allocated (equation (4.2)) — if yes it calculates its allocation, and finally notifies the
concerned bidders. Bidders appearing on each column of M represent the largest group of
bidders having selected the corresponding task, and the auctioneer must calculate the minimal
one considering an objective function. We propose the following definitions to explain the
meaning of allocation relationship between a task and a minimal group of bidders.

Definition 4.1. a task is realizable by a minimal group of bidders if they can offer the required
sensors for its accomplishment (constraint (4.4) in Table 3).

Definition 4.2. a task is reachable by a minimal group of bidders if they can reach its position
before its latest start date (all bidders in the group satisfy constraint (4.12) in Table 3).

Definition 4.3. a task is feasible by a minimal group of bidders if they have sufficient energy
for its accomplishment (all bidders in the group satisfy the constraint (4.13) of Table 3).

Definition 4.4. a task can be done by a minimal group of bidders if, and only if, the task is
realizable, reachable, and feasible.

To avoid overlapping groups, if a bidder is allocated to a given task, its bids for the other tasks
are removed from the matrix M.

4.5.4 Bidders’ notification

If allocated to a given task ¢, bidder b will receive a notification message from the auctioneer
— MessageBehavior of algorithm 2. Consequently, it should move to reach the task location,
and insert it in its ST N,. Once task t is performed, energy gauge of bidder b is decreased
according to the effort it has put to achieve the task.

4.6 Used allocation methods

As known, the MRTA problem is NP-hard (Sandholm, Larson, Andersson, Shehory and Tohmé,
1999), and cannot effectively be solved by exact methods. Two methods — exact and heuristic
— are compared to show advantages and limitations of each one. As an exact method, we have
used the Cartesian product algorithm of several sets. As a heuristic method, we have used
genetic algorithms (GAs) (Siddique and Adeli, 2013). Details of these methods are described
in sections 4.6.1 and 4.6.2.



4.6.1 Exact method

Given a task ¢ and its largest group of bidders C — C € 25. We must determine all minimal
groups which verify equation (4.2). Example 4.4 shows how to perform and choose the optimal
one.

Example 4.4. We use the dataset illustrated in example 4.3. We consider task t, and Q4 =
{w1,ws,ws,ws}. Largest group of bidder having offered bids ont4 is C = {by, ba, b3, by, b5, be, b7 }.
Bidder offered sensors are Q" = {ws}, Q2 = {wi}, Q% = {w3}, O = {w, w2, w3, ws},
Qb = {ws, w5}, Q% = {wa, w3}, and Q7 = {wy, ws}.

Classified bidders according to sensor names are class(wi) = {bz, bs, b7}, class(wa) = {b4, bs},
class(ws) = {b1,bs,bs,bs,bs, b7}, class(wy) = {L}, and class(ws) = {bs,bs}. Cardinalities of
these classes are 3, 2, 6, 1, and 2, respectively. So, we have 3 x 2 x 6 x 1 x 2 = 72 mini-
mal groups verifying equation (4.2). The optimal one must minimize/maximize the considered
objective function. The symbol 1 represents a fictional bidder, and its role is to denote that
corresponding sensor is not requested by the considered task. Some instances of minimal
groups are {ba, by, by, L, b5}, {b7,b6,b1, L,b5}, {b2,b6,b, L, ba}, -

4.6.2 Heuristic method

Given a task ¢ and its largest group of bidders C— C € 2B. Next we explain the executed steps
of the GA to determine the best minimal group satisfying equation (4.2).
Encoding scheme, an individual is composed of one chromosome. The chromosome en-
codes a minimal group of bidders, and its length is |2] — we use ® to denote it. Thus, each
gene encodes a sensor. Gene values are strings. If the value of a gene is L, it means that
the corresponding sensor is not required by the considered task, otherwise, we should find
a bidder identifier — it means that this bidder offers the corresponding sensor to the consid-
ered task. For example, we consider 2 = {w1,we, w3, wq,ws}, t1 = {wa, w3, ws}, by = {w1,ws},
by = {wa,ws,ws}, by = {ws,ws,ws}. One chromosome can be encoded as & = [ L, by, by, L, bs).
Fitness function, the fitness function F'(®) assigns to each chromosome a numerical value
measuring its quality — that can be used to sort and compare chromosomes. We use equation
(4.26) to calculate the fitness value of a chromosome.

F(®;) = Nf(i (4.26)

Eq:1f(q)q)

where @, is the ¢! individual, N is the population size, and f(®) is the objective function —
optimization criterion (defined in Table 5). Before that, objective values, i.e.f(®), are scaled to
avoid premature convergence of the population and maintain fairly constant selective pressure
on the population. We use equation (4.27) — “sigma truncation scaling” (Oscar, Francisco and
Frank, 2001) — to scale objective value of an individual ®;.

NS
[ A (4.27)

g

where

N
Ef‘%ﬂ%) and o are average and standard deviation, respectively.



Selection, we use tournament selection. & individuals — k£ < % — are randomly selected from
the current population. The one having best fitness value is taken, and inserted into the mating
pool. The process is repeated until mating pool reaches a given size N' — N’ < % With this
method, we ensure that bad individuals are not selected, and best ones will not dominate. The
value of k is directly related to the selective pressure, i.e. a reasonable value would ensure
optimal solution (Siddique and Adeli, 2013).

Crossover, once the mating pool is created, we apply the crossover operator. Its aim is to
create the individuals of next population. Initially, next population contains the individuals of
mating pool, and rest of individuals will be created using the crossover operator. To apply this
operator, two individuals are randomly selected from the mating pool, and a uniform crossover
(Siddique and Adeli, 2013) is applied to them to produce a new one. This process is repeated
until the size of the next generation becomes the same as the current population. The uniform
crossover principle is shown in Figure 3.

Pp > [ L[b b [ L]b b|L]b]
X
P » [ L |bg|b | L]b [by| L][b]

0, » | L[bg[b | L]b [ b|L][b)]

\ 7

Figure 3: The principle of uniform crossover operator.

Mutation, random initialization of first population can sometimes limit exploited search space —
we find solutions that are not close enough to the optimal one. This problem can be bypassed
using mutation operator. When a new individual is created, a uniform mutation (Siddique and
Adeli, 2013) is applied to its genes before its insertion into the next population. The uniform
mutation replaces, with a certain probability P, the value of a given gene by a new value
belonging to a certain set. The uniform mutation principle is shown in Figure 4.

(L[ bs b [ L by [bg| L]by = L]bg|[by| L][b by]|L]

Figure 4: The principle of uniform mutation operator.

4.7 Algorithms’ discussion and analysis

We discuss and analyze the algorithms presented in the previous sections (4.6.1 and 4.6.2).
It is worth pointing out that the algorithms use the Contract NET Protocol (Smith, 1980b) to
coordinate robots actions. It has been formally defined as interaction protocol by Foundation
of Intelligent Physical Agents (FIPA) (Wooldridge, 2009). It is frequently used in practical appli-
cations. The Contract NET protocol has many advantages over other protocols, such as: find



robots that are the most appropriate for given tasks and it is the only protocol that is accepted
as a standard by FIPA.

We start with the convergence and stopping criteria of algorithms. The convergence criterion
will guarantee that the algorithm eventually finds the optimal solution in a finite time, e.g. if the
mutation rate is 0, then a genetic algorithm may never find the optimal solution. The stopping
criterion is a user-specified thing: when do we stop looking for better solutions? e.g. a relative
change in objective values between generations or number of generations. We know for sure
that the algorithms converge in the case of the exact method, and will find an optimal allocation
in a finite time (the time depends on problem scale). However, in the case of heuristic method
(GA) there is no guarantee that it will find an optimal solution in finite time (GA do have the
advantage of being able to escape local optima through randomness). The algorithms stop
when the search space is exhausted in the case of the exact method and after a given number
of generations in the case of the heuristic method.

The only three parameters of the algorithms are used in the case of the heuristic method. They
are the population size, crossover probability and mutation probability. Their values are chosen
according to the most used values in the literature (Siddique and Adeli, 2013).

We have two random parameters in the algorithms (case of the heuristic method). The first
one stipulates if two parents are used to produce a new offspring or not. The second one says
how often parts of an offspring will be mutated. Their values are chosen randomly, and they
have no effects on performance and found results.

5 Simulation and result discussion

Several simulations have been performed to evaluate proposed algorithms and objective func-
tions. Due to a lack of standard testing data on the web, we have randomly generated our own
data. We explain the structure of the used testing data in Section 5.1. The adopted evaluation
metrics are described in Section 5.2. Found results are discussed in Section 5.3. Finally, a
comparative study is given in section 5.4.

5.1 Used datasets

We have developed a software to generate our testing data. Figure 5 shows its graphical
interface. The number of sensors, tasks, and bidders are easily regulated. Also, height,
width, and altitude of simulation environment can be adjusted, as wished. Finally, simula-
tion duration — hours and minutes — can be personalized. If we clique on the button “gen-
erate”, two files are generated. They contain information about tasks and bidders. Tables 7
and 8 show the structure of these files. The code of programs and datasets are available at
https://github.com/farouqzitouni/task-allocation-with-datasets.



DItasets generaton | AG parameters  Simulation

Number of sensors : 33
Number of tasks : 100 =
Number of bidders : 50 %
Height of environment : 20 =
Width of environment : 2003
Altitude of environment : 1=
Duration of simulation (Hours) : =
Duration of simmulation (Minutes) : 5=

Number of generations : 10003

Figure 5: The graphical interface of our datasets’ generator.

Table 7: The structure of bidders’ file.

Bidder ID | Offered sensors | Costs | Working currents | Location | Physical information

Table 8: The structure of tasks’ file.

Task ID | Required senors | Rewards | Working rates | Location | Temporal information

Columns of Table 7 are explained as follows. The first column contains bidders’ identifiers.
The second column contains their sensors. The third and fourth columns represent sensor
costs and their working currents. The fifth column gives their spatial positions. The last column
recapitulates their physical properties, such as velocity (v;), the percentage of energy gauge,
mass (my), altitude (ap), battery voltage (U?), battery capacity (A°), Peukert’s Exponent (1),
and C-rate (RY).

Columns of Table 8 are explained as follows. The first column contains tasks’ identifiers. The
second column contains sensors they need. The third and fourth columns represent sensor
rewards and their working rates. The fifth column gives their spatial positions. The last one
recapitulates their temporal properties, such as priority, duration (DU R;), earliest start date
(FSy), latest start date (L.S;), and latest finish date (L F).

In order to validate the proposed solution, ten datasets have been randomly generated using
our software. This choice was taken to target the main complexity source of MRTA problems,
which is the system size — the number of bidders and tasks. So, it was important to test qualita-
tively and quantitatively proposed algorithms and objective functions, to observe their capability
of handling heavily constrained MRTA problems. Table 9 summarizes used configurations.



Table 9: The information of used datasets.

Attributes
12| | |T| | |B| | Environment size | Simulation duration
A3 |10 |5 |20x20x1 [00:00-00:04]
B|3 [20 |10 [20x20x1 [00:00-00:04]
C|3 |30 [15 |20x20x1 [00:00-00:04]
D|3 |40 |20 |20x20x1 [00:00-00:04]
Datasets E|3 |50 |25 |20x20x1 [00:00-00:04]
F|3 |60 [30 |20x20x1 [00:00-00:09]
G|3 |70 [35 |20x20x1 [00:00-00:34]
H|{3 |80 |40 |[20x20x1 [00:00-00:59]
I |3 |90 |45 [20x20x1 [00:00-00:59]
J |3 [ 100|550 [ 20x20x1 [00:00-00:59]

According to objective functions and datasets, we have 60 different scenarios — 6 objective
functions x 10 datasets. Each one has been run 10 times. In each scenario, both exact and
heuristic methods are applied and found results are compared, in terms of the adopted evalua-
tion metrics. All scenarios have two inputs which are the tasks’ and bidders’ files. The expected
output are best allocations that maximize or minimize the considered objective function.

5.2 Evaluation metrics

The evaluation of mobile robot performance and assessing their behaviors in real-life appli-
cations are always an open research question (Calisi and Nardi, 2009). Although substantial
progress has been brought in terms of standards for the evaluation process. Unfortunately,
these frameworks are often related to the considered problem. The following evaluation met-
rics have been adopted to assess our solution.

1. Rate of allocated tasks: ratio between the number of allocated tasks and all tasks.

2. Total time of allocations: for all assigned tasks, this indicator represents the total time
that the auctioneer takes to compute an allocation to each one.

3. Fitness values: for all assigned tasks, this indicator represents the total of objective
function values of each allocation.

5.3 Results and analysis

To test the proposed framework and see how effective it is — for solving MRTA problems, we
have implemented our own simulator using Java programming language — JADE platform was
used to simulate auctioneer and bidders’ behaviors. For hardware configuration, all simulations
were run on a DELL laptop Intel(R) Core(TM) i3 CPU M 380 @ 2.53GHz 2.53GHz, RAM 3.00
Go, having Windows 10-64 bits operating system. Figures 6, 7, and 8 summarize obtained
values of previously exposed evaluation metrics.



Figure 6 shows a comparison between rates of allocated tasks of each objective function,
according to allocation methods and used datasets. As a first observation, we can clearly
see that exact method has the best allocation rates for datasets [A,--- ,G] — rate = 100%,
but these rates are significantly degraded for the others — i.e. datasets [H,---,J]. The main
reason for such degradation is the size of datasets, i.e. number of tasks and robots — as the
size of datasets increases, rates are increasingly degraded. However, for the heuristic method,
it is obvious that rates of allocated tasks are close to each other. Theses verdicts certainly let
us decide, according to the confronted situation, what is the best allocation method. In other
words, if the size of datasets is small, we better opt for exact method, alternatively, we choose
the heuristic one.

Figure 7 shows a comparison between total time of allocations of each objective function, ac-
cording to assignment methods and used datasets. As a first observation, we can clearly say
that the exact method is relatively effective for datasets [A, - - - , E] — less than one minute, but
total time is significantly increased for the others —i.e. datasets [F, - - - , J]. The main reason for
such rapid increase is the size of datasets, i.e. number of tasks and robots — we have a combi-
natorial explosion. However, for the heuristic method, it is obvious that total time of allocations
is nearly constant, even for large datasets — we have a linear trend. Theses verdicts certainly
let us choose, according to the confronted situation, what is the best allocation method. In
other words, if the size of datasets is small, we better opt for exact method, alternatively, we
choose the heuristic one.

Figure 8 shows a comparison between considered fithess values of objective functions, ac-
cording to allocation methods and used datasets. This graphic can be seen as a compliment
to previous ones. It allows us to compare fitness values of considered objective functions, and
decide which one is better according to the faced case. As a summary, it is import to note
that the size of datasets and the choice of allocation method have a direct impact on system
performance. However, in most real-life situations, it is often unavoidable to find a compro-
mise between evaluation metrics presented above. For instance, in Urban Search And Rescue
scenarios we can take into consideration two metrics, such as rescue a maximum number of
victims with a minimum energy consumptions. In light of previous works, our framework could
be used as a decision support system, since it lets us decide — according to the faced situation
— what are the quantities to be minimized and the ones to be maximized.

5.4 Comparative study

We evaluate the performance of our methodology, named SOLUTION, by comparing it to the
two solutions proposed in (Wei, Hindriks and Jonker, 2016) — named “AUCTION” and “PRE-
DICTION?”, respectively. The solutions presented in (Wei et al., 2016) discuss the MRTA prob-
lem in the foraging field, where groups of robots search for targets in an environment, i.e. tasks,
and then retrieve them back to a home base. The following parameters are taken into account:
size of the environment, size of robots’ groups, and initial positions of robots. Table 10 shows
the different experimental configurations used to perform the comparison.

We use two environments: small or large. All three solutions were tested with one, five, and
ten robots. For deployment of robots, we use two alternatives: all robots are initially in the
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Figure 6: Rates of allocated tasks of each objective function, according to allocation methods
and datasets.
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Figure 7: Total time of allocations of each objective function, according to allocation methods

and datasets.
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Table 10: Experimental configurations used for the comparison.

Solutions Map

Deployment

Robots

[AUCTION, PREDICTION, SOLUTION] | [SMALL, LARGE]

[CLOSE, DISPERSAL] | [1, 5, 10]

N\

ST T T IE®

AUCTION PREDICTION SOLUTION AUCTION PREDICTION SOLUTION AUCTION PREDICTION SOLUTION

1ROBOT 5 ROBOTS 10 ROBOTS

W SMALL MAP, CLOSE DEPOTS mSMALL MAP, DISPERSAL DEPOTS LARGE MAP, CLOSE DEPOTS LARGE MAP, DISPERSAL DEPOTS

Figure 9: Completion time for the comparative study.

same place, or they are dispersed in the environment. The goal of simulations is to accomplish
ten tasks that are in the environment, their locations are set randomly. To compare the three
solutions, we use the completion time as an evaluation criterion. Each condition was run 50
times — to reduce the variance and filter the noise effects in our experiments.

Figure 9 shows the results of the comparative study, we compared the two solutions proposed
in (Wei et al., 2016), named “AUCTION” and “PREDICTION” respectively, with our solution,
named “SOLUTION”.

In the first case, i.e. use of a single robot, we observe that the completion time of the tasks,
for the three solutions, is almost the same because no workload is shared — it should be noted
that the execution time of agents’ programs may also influence this criterion. However, it is
clear that our solution gives the best performance for both possible cases.

In remaining cases, i.e. use of five and ten robots, where several robots are engaged in tasks’
accomplishment, we observe that our solution gives the best completion time, followed by
“PREDICTION”, and finally “AUCTION”. This trend becomes nettly visible when the size of the
environment and the number of robots increase — in Figure 9, we find that the completion times
of “PREDICTION” and “AUCTION” are double and triple of our solution, respectively.

This trend is explained as follows, in the “AUCTION” solution the auctioneer must consider
all the robots’ bids in a round before it determines the winners — obviously, the completion



time increases with the number of robots. In contrast, in our solution, the completion time
progressively decreases because the number of bids diminishes — robots performing tasks
cannot always offer bids on new tasks. Finally, in the “PREDICTION” solution, a robot is not
allowed to submit a new bid if it is currently doing a task — this is not really optimal, especially in
the case when tasks are critical. In conclusion, our solution is between them — a robot submits
a bid if it can, even if it is now carrying out another task. For example, a robot is performing a
task that it will finish soon, so it can submit a bid for a new task.

Regarding the initial deployment of robots, we find that it is directly related to the size of the
environment and the number of robots, and therefore to the completion time of tasks. As con-
clusion, the initial layout of robots in the environment is very important in MRTA problems.
Finally, one might wonder: what is the connection between the applications and previous theo-
retical concepts? we give the answer. As we have mentioned above, the MRTA problem is an
optimization problem. So, it is important to resolve it in a formal way to ensure finding the best
solution. We gave and modified the MRTA formulation in Table 3 to consider energetic, spa-
tial and temporal constraints. Also, we proposed six objective functions that deals with these
constraints.

6 Conclusion and perspectives

In this paper, we dealt with the MRTA problem. First, based-auction algorithms are used with
two robot types, such as auctioneer and bidders. Also, some objective functions are proposed
and extensively tested on some datasets. Both exact and heuristic allocations are implemented
and compared considering temporal, spatial, and energetic constraints. Discussion section
showed the structure of used datasets, explanation of adopted evaluation metrics, and their
critics. Finally, we compared our solution to two well-known solutions (Wei et al., 2016) and
demonstrated its superiority in terms of completion time.

In the future, first we plan to improve our framework to be a Decision Support System (DSS) in
MRTA field — of course, other evaluation metrics may be added to cover the maximum of fields
concerned with MRTA problems. Second, we plan to use real robots to assess the performance
of our solution.
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